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Abstract: - Accurate diagnosis of ischemic stroke is critical for timely intervention and improved patient 

outcomes. While MRI imaging is central to stroke diagnosis, relying solely on imaging data may overlook 

important clinical factors that contribute to patient-specific outcomes. This paper explores the impact of 

integrating clinical features—such as demographics, medical history, and stroke-specific metrics—with MRI-

based features to enhance diagnostic accuracy. Using machine learning techniques, we evaluate and quantify the 

contribution of clinical data in improving model performance for stroke classification. We develop and compare 

three models: one using only MRI features, one using only clinical features, and a combined model incorporating 

both. The results demonstrate that the fusion of clinical and imaging data significantly boosts classification 

accuracy and model interpretability, proving that clinical features play a vital role in improving stroke diagnosis. 

This research underscores the importance of a multimodal approach in medical diagnostics, where clinical and 

imaging data together provide a more comprehensive understanding of ischemic stroke. 
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1. Introduction 

Ischemic stroke remains one of the leading causes of morbidity and mortality worldwide, necessitating timely and 

accurate diagnosis for effective intervention and management. Traditional approaches to stroke diagnosis have 

predominantly relied on neuroimaging techniques, particularly magnetic resonance imaging (MRI). MRI plays a 

crucial role in visualizing brain lesions and assessing stroke severity; however, models that depend solely on MRI 

image features face significant limitations. 

One major limitation is the inability of these models to capture the nuances of patient-specific clinical contexts, 

which can vary widely due to demographic and medical history factors. For instance, factors such as age, sex, and 

pre-existing medical conditions (e.g., hypertension, diabetes) significantly influence the clinical presentation and 

outcomes of ischemic stroke [1] [2]. A recent study found that demographic variables and co-morbidities can alter 

the likelihood of stroke recurrence and overall prognosis, emphasizing the need for a comprehensive diagnostic 

approach [3]. Furthermore, the variability in stroke severity, assessed through clinical scales such as the National 

Institutes of Health Stroke Scale (NIHSS), further complicates the interpretation of imaging data [4]. 

Moreover, relying exclusively on imaging data can overlook critical aspects of patient health. Research indicates 

that solely depending on MRI findings may lead to the neglect of essential clinical factors that are crucial for 

comprehensive risk assessment and clinical decision-making [5]. For example, stroke patients with a history of 

cardiovascular disease may exhibit different imaging characteristics and outcomes compared to those without 

such a history [6]. This suggests that a singular focus on imaging may not adequately reflect the complexities 

associated with stroke pathophysiology. 

Another challenge arises from the variability in imaging interpretations among radiologists, which can introduce 

inconsistencies in diagnosis. Differences in training, experience, and subjective judgment can lead to 

discrepancies in identifying and characterizing ischemic lesions, potentially resulting in varied treatment strategies 

[7]. Integrating clinical features into diagnostic models can provide additional context, enhancing interpretability 

and potentially improving diagnostic accuracy [8]. Studies have shown that incorporating clinical variables 
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alongside imaging data can significantly enhance classification performance, thereby aiding in more accurate risk 

stratification and treatment planning [9]. 

Furthermore, the integration of clinical features offers a more stable framework for diagnosis, taking into account 

individual patient variability. By supplementing MRI data with clinical variables, healthcare providers can achieve 

a more holistic understanding of each patient's condition, leading to better-informed decisions [10]. In this context, 

the addition of features such as blood glucose levels, history of prior strokes, and vascular risk factors can enrich 

the information derived from imaging studies and contribute to improved prognostic assessments [11]. 

Consequently, relying solely on imaging data may lead to suboptimal diagnostic outcomes, affecting not only 

treatment decisions but also long-term patient prognoses. Integrating clinical data into stroke diagnosis presents 

an opportunity to bridge these gaps, enhancing the predictive accuracy of models and ultimately leading to better 

patient-centred care. The objective of this study is to quantify the improvement in diagnostic accuracy achieved 

by combining clinical features with MRI image features in the context of ischemic stroke diagnosis. By developing 

a machine learning framework that integrates both data types, this research aims to demonstrate the potential 

benefits of a multimodal approach, ultimately contributing to improved patient outcomes and clinical decision-

making [12]. 

Contributions and Organization of the Paper 

This paper contributes to the existing literature by presenting a comprehensive analysis of how clinical features 

can enhance MRI-based stroke diagnosis. Specifically, it demonstrates the significant impact of integrating 

clinical data into predictive models and offers a robust methodology for achieving this integration. The remainder 

of this paper is organized as follows: Section 2 reviews related work on stroke diagnosis and the use of machine 

learning; Section 3 details the methodology employed for data collection, feature extraction, and model 

development; Section 4 presents the experimental results and discusses their implications; and Section 5 concludes 

the paper, highlighting the key findings and suggesting avenues for future research. 

2. Related Work 

Research on ischemic stroke diagnosis has predominantly focused on either clinical features or imaging 

characteristics, with various studies demonstrating the effectiveness of each approach independently. For instance, 

studies examining clinical features have underscored the predictive value of demographic factors and medical 

history in assessing stroke outcomes. Alhaj et al., highlighted that clinical predictors such as age, hypertension, 

and initial stroke severity, measured by the National Institutes of Health Stroke Scale (NIHSS), are critical for 

determining patient prognosis and treatment efficacy [13]. Machine learning models utilizing clinical data have 

demonstrated promising results in stratifying patient risk and predicting functional outcomes after stroke [14]. 

Similarly, Rehman et al., found that demographic factors and medical history significantly influenced treatment 

decisions and patient outcomes [15]. 

On the imaging side, numerous studies have emphasized the importance of MRI features in stroke diagnosis. 

Advanced imaging techniques, including diffusion-weighted imaging (DWI) and fluid-attenuated inversion 

recovery (FLAIR), have been utilized to characterize brain lesions and assess the extent of ischemia. For example, 

Liu et al., reported that models based solely on MRI features achieved high accuracy in identifying acute ischemic 

strokes and predicting patient outcomes [16]. Moreover, Zhang et al., demonstrated the utility of machine learning 

algorithms in extracting relevant features from MRI scans, contributing to effective diagnosis and management 

of stroke patients [17]. 

Despite the advancements in both clinical and imaging approaches, there remains a notable gap in the literature 

regarding studies that analyze the combined effect of clinical and MRI features on stroke diagnosis. Very few 

studies have explored the integration of these two critical data sources to enhance predictive performance. For 

instance, Zhou et al., suggested that combining clinical and imaging data could improve diagnostic capabilities 

by leveraging the strengths of both feature types [18]. However, comprehensive analyses that quantify the benefits 

of such integration remain scarce. 
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The integration of clinical data with MRI features can provide a more holistic understanding of stroke pathology, 

leading to improved diagnostic accuracy and personalized treatment plans. Recent work by Wang et al., has shown 

that incorporating clinical information alongside imaging data significantly enhances model performance [19]. 

Additionally, Ahn et al., highlighted the potential for multimodal approaches in stroke diagnosis, advocating for 

further research to explore the synergies between clinical and imaging features [20]. 

This gap is significant, as the combination of clinical and MRI features may yield more effective diagnostic 

models, potentially leading to better patient outcomes. The current study aims to address this gap by evaluating 

the impact of combining clinical features with MRI data on the accuracy of ischemic stroke diagnosis using 

machine learning techniques. 

3. Methodology 

The methodology for ischemic stroke diagnosis is organized into four stages: Clinical Data Extraction, Feature 

Selection, Modeling Approaches, and Integration of Clinical and MRI Data. In the first stage, comprehensive 

clinical data is gathered from patient records, including demographic information, medical history, clinical 

assessments, and laboratory results. This data provides crucial insights into patient-specific risk factors associated 

with ischemic stroke. Following data extraction, feature selection techniques, such as Random Forest Feature 

Importance, are employed to identify and retain the most relevant clinical features, ensuring that only informative 

variables are utilized in the modeling phase. 

In the modeling approaches stage, three distinct models are developed: one using only MRI features extracted 

from the ISLES dataset, another relying solely on selected clinical features, and a third model integrating both 

MRI and clinical data through an attention mechanism. This attention mechanism allows the model to weigh the 

significance of each feature dynamically during training. Finally, the integration stage assesses the combined 

impact of clinical and MRI features on stroke diagnosis, highlighting the importance of using clinical data 

alongside imaging information. This comprehensive methodology aims to improve diagnostic accuracy and 

emphasize the value of a holistic patient assessment in clinical practice. 

3.1 Patient Data Collection and pre-processing 

The primary objective of collecting patient data is to gather comprehensive clinical information that will facilitate 

the identification of significant predictors for ischemic stroke diagnosis. This information is vital for developing 

and validating machine learning models aimed at improving diagnostic accuracy and patient outcomes. 

Specifically, the data collected will enable the analysis of correlations between clinical features and stroke 

severity, ultimately guiding treatment decisions. 

1. Data Sources 

➢ Electronic Health Records (EHR): Patient data will be extracted from the hospital's electronic health 

record system, which includes a wealth of information on patient demographics, clinical history, laboratory 

results, and imaging studies. The EHR system ensures accurate and timely access to patient information and 

supports structured data extraction. 

➢ Clinical Databases: In addition to EHR, clinical databases maintained by the medical facility may 

contain specialized information regarding stroke protocols, treatment plans, and follow-up care. These databases 

can provide additional context on patient management and outcomes post-stroke. 

To ensure the relevance and quality of the data, specific inclusion and exclusion criteria are established: 

Table 1 : Overview of Conditions of Selecting the Patients 

Criteria Type Criteria 

Inclusion 

Criteria 

• Patients aged 18 years or older 

• Confirmed diagnosis of ischemic stroke based on clinical assessment and 

neuroimaging (MRI or CT) 

• Clinical data available within 24 hours of symptom onset 
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• Written informed consent obtained from patients or their legal representatives 

Exclusion 

Criteria 

• History of prior strokes or transient ischemic attacks (TIAs) 

• Significant comorbidities that may confound results (e.g., brain tumors, severe 

neurodegenerative diseases) 

• Incomplete clinical records or missing critical data (e.g., demographics, 

laboratory results, NIHSS scores) 

 

The Table 1 provides a clear and concise overview of the criteria for including or excluding patients from the 

study.  

• Sample Data: A subset of the collected clinical data is shown below in Table 2: 

Table 2: Samples of Clinical Data of Patients. 

Patient 

ID 

Age Sex Hypertension Diabetes NIHSS 

Score 

Blood Glucose 

(mg/dL) 

Previous 

Stroke 

PT001 67 M Yes No 8 120 No 

PT002 52 F No Yes 12 140 Yes 

PT003 75 M Yes Yes 16 180 No 

PT004 45 F No No 5 100 No 

PT005 80 M Yes Yes 20 160 Yes 

PT006 60 F NaN Yes NaN 150 No 

PT007 70 M Yes No 10 NaN Yes 

PT008 55 F No Yes 3 130 No 

PT009 65 M Yes NaN 7 110 No 

PT010 72 F NaN Yes 15 140 Yes 

 

A. Data Organization 

• Database Setup: 

➢ Create a structured database to manage patient records effectively. This can be done using 

database management software or spreadsheet applications. 

• Data Structure: 

➢ Design a table where rows represent individual patients and columns represent specific clinical 

features. 

                   Example Table Structure: 

Table Name: StrokePatients 

Columns: 

o PatientID: Unique identifier for each patient. 

o Age: Patient's age at the time of diagnosis. 

o Sex: Patient's gender (Male/Female). 

o Hypertension: Binary indicator for the presence of hypertension (Yes/No). 

o Diabetes: Binary indicator for diabetes status (Yes/No). 

o NIHSSScore: Score indicating stroke severity. 

o BloodGlucose: Blood glucose level measured in mg/dL. 

o PreviousStroke: Binary indicator for previous stroke history (Yes/No). 
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B. Handling Missing Data 

Handling missing data is a crucial step in data preprocessing to ensure the integrity and reliability of the analysis. 

The first step is to identify missing values within the dataset, which can be done using descriptive statistics. Once 

identified, various imputation techniques can be applied to fill in the gaps. For continuous variables, mean or 

median imputation is commonly used, while categorical variables can be addressed using mode imputation. 

1. Identification of Missing Data: Missing values are identified in the dataset (in Table 3 for instance), 

particularly in the Hypertension, NIHSS Score, and Blood Glucose fields. 

Table 3: Missing Data Identification in Sample DataSets 

Patient 

ID 

Age Sex Hypertension Diabetes NIHSS 

Score 

Blood Glucose 

(mg/dL) 

Previous 

Stroke 

PT001 67 M Yes No 8 120 No 

PT002 52 F No Yes 12 140 Yes 

PT003 75 M Yes Yes 16 180 No 

PT004 45 F No No 5 100 No 

PT005 80 M Yes Yes 20 160 Yes 

PT006 60 F NaN Yes NaN 150 No 

PT007 70 M Yes No 10 NaN Yes 

PT008 55 F No Yes 3 130 No 

PT009 65 M Yes NaN 7 110 No 

PT010 72 F NaN Yes 15 140 Yes 

 

2. Imputation Methods: Imputation methods are statistical techniques used to fill in missing data points 

within a dataset, allowing for more comprehensive analysis and improved model accuracy. Common methods for 

continuous variables include mean imputation, where missing values are replaced with the mean of the observed 

data, and median imputation, which uses the median to reduce the impact of outliers. For categorical variables, 

mode imputation is often employed, substituting missing entries with the most frequently occurring category can 

be see the changes in Table 4. 

a. For Continuous Variables: 

i.Median Imputation for Blood Glucose (since it is generally skewed): 

1. Median of non-missing values: 

Median=130 (from PT001, PT002, PT003, PT004, PT005, PT006, PT008, PT009, PT010) 

ii.Replace missing values in Blood Glucose for PT007 with 130. 

b. For Categorical Variables: 

i.Mode Imputation for Hypertension: 

1. Mode of non-missing values: 

Mode=Yes (occurs 5 times) 

Replace NaN in Hypertension for PT006 and PT010 with "Yes". 

ii.Mean Imputation for NIHSS Score: 

1. Mean Imputation for NIHSS Score: 

            Mean=8+12+16+5+20+10+3+7+15/9=10.33 (approx.) 

 Replace missing values in NIHSS Score for PT006 with 10.33. 
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Table 4 : Imputed Data 

Patient 

ID 

Age Sex Hypertension Diabetes NIHSS 

Score 

Blood Glucose 

(mg/dL) 

Previous 

Stroke 

PT001 67 M Yes No 8 120 No 

PT002 52 F No Yes 12 140 Yes 

PT003 75 M Yes Yes 16 180 No 

PT004 45 F No No 5 100 No 

PT005 80 M Yes Yes 20 160 Yes 

PT006 60 F Yes Yes 10.33 150 No 

PT007 70 M Yes No 10 130 Yes 

PT008 55 F No Yes 3 130 No 

PT009 65 M Yes Yes 7 110 No 

PT010 72 F Yes Yes 15 140 Yes 

 

C. Data Transformation 

Data transformation is a critical step in the data preprocessing pipeline that involves modifying the data into a 

suitable format for analysis and modeling. This process typically includes normalization, where continuous 

variables are scaled to a standard range (e.g., 0 to 1) to ensure uniformity and improve the convergence of machine 

learning algorithms. Additionally, categorical variables undergo encoding, such as one-hot encoding, which 

converts categorical data into a numerical format by creating binary columns for each category. This 

transformation enables algorithms to interpret categorical variables correctly. Moreover, feature engineering may 

be performed to create new variables that capture important aspects of the data, such as risk scores based on 

multiple clinical factors. These transformations collectively enhance the dataset's quality and facilitate more 

accurate predictive modeling. 

1. Normalization: 

o Scale continuous variables (e.g., Blood Glucose, Age) to improve model performance. 

o Formula: X′ =
(𝑋−min(𝑋))

(max(𝑋)−min(𝑋))
 

Example Calculation for Blood Glucose: 

o Minimum = 100, Maximum = 180 

o Normalized Blood Glucose for PT001 (120): 

X′ =
(120 − 100)

(180 − 100)
=

20

80
= 0.25 

 Final Normalized Data for Blood Glucose: 

Patient ID Blood Glucose (Normalized) 

PT001 0.25 

PT002 0.50 

PT003 1.00 

PT004 0.00 

PT005 0.75 

PT006 0.62 
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PT007 0.33 

PT008 0.50 

PT009 0.12 

PT010 0.50 

 

Encoding Categorical Variables: 

o Convert categorical features to numerical format using one-hot encoding. 

                         Example Encoding for Hypertension: 

Patient ID Hypertension (Yes) Hypertension (No) 

PT001 1 0 

PT002 0 1 

PT003 1 0 

PT004 0 1 

PT005 1 0 

PT006 1 0 

PT007 1 0 

PT008 0 1 

PT009 1 0 

PT010 1 0 

 

2. Feature Engineering 

• Creating New Features: 

o Stroke Risk Score can be computed based on multiple risk factors. 

o Formula: 

𝑺𝒕𝒓𝒐𝒌𝒆𝑹𝒊𝒔𝒌𝑺𝒄𝒐𝒓𝒆 = (𝟐 ⋅ 𝑯𝒚𝒑𝒆𝒓𝒕𝒆𝒏𝒔𝒊𝒐𝒏_𝒀𝒆𝒔) + (𝟐 ⋅ 𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔_𝒀𝒆𝒔) + (𝑨𝒈𝒆 − 𝟒𝟓)/𝟓 

               Example Calculation for Patients: For PT001 

            StrokeRiskScore=(2⋅1)+(2⋅0)+(67−45)5=2+0+4.4=6.4 

Final Stroke Risk Scores: 

Patient ID Stroke Risk Score 

PT001 6.4 

PT002 4.4 

PT003 6.4 

PT004 0.0 

PT005 8.4 

PT006 5.0 

PT007 4.0 

PT008 4.0 

PT009 4.0 

PT010 8.4 
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D. Final Dataset Preparation 

• Compile Data: Merge the clinical features with any corresponding MRI features to create a unified 

dataset for analysis. 

Table 5: Instance for Merged Data after Pre-processing 

Patient 

ID 

A

ge 

Sex Hyperten

sion_Yes 

Hyperten

sion_No 

Diabetes_

Yes 

Diabetes_

No 

NIHSS 

Score 

Blood 

Glucose 

(Normali

zed) 

Stro

ke 

Risk 

Scor

e 

PT001 67 M 1 0 0 1 8 0.25 6.4 

PT002 52 F 0 1 1 0 12 0.50 4.4 

PT003 75 M 1 0 1 0 16 1.00 6.4 

PT004 45 F 0 1 0 1 5 0.00 0.0 

PT005 80 M 1 0 1 0 20 0.75 8.4 

PT006 60 F 1 0 1 0 10.33 0.62 5.0 

PT007 70 M 1 0 0 1 10 0.33 4.0 

PT008 55 F 0 1 1 0 3 0.50 4.0 

PT009 65 M 1 0 1 0 7 0.12 4.0 

PT010 72 F 1 0 1 0 15 0.50 8.4 

 

3.2 Clinical Feature Extraction  

After transforming the clinical data through normalization, encoding, and any necessary feature engineering, the 

next step is to extract features that will be utilized in the analysis and modelling for ischemic stroke diagnosis. 

The goal of feature extraction is to derive informative variables that enhance the predictive capability of machine 

learning models. Once the data is transformed, various feature extraction techniques are applied: 

1. Derived Features 

Stroke Risk Score: Calculated using the formula: 

𝑆𝑡𝑟𝑜𝑘𝑒 𝑅𝑖𝑠𝑘 𝑆𝑐𝑜𝑟𝑒 =  (2 ⋅ 𝐻𝑦𝑝𝑒𝑟𝑡𝑒𝑛𝑠𝑖𝑜𝑛_𝑌𝑒𝑠)  +  (2 ⋅ 𝐷𝑖𝑎𝑏𝑒𝑡𝑒𝑠_𝑌𝑒𝑠)  +  (𝐴𝑔𝑒 − 45)/5  

Example Calculation for PT001: 

Stroke Risk Score = (2⋅1) + (2⋅0) + (67−45)/5=2+0+4.4=6.4 

2. Interaction Features 

Hypertension_Diabetes_Interaction: This feature captures the combined effect of hypertension and diabetes: 

𝐻𝑦𝑝𝑒𝑟𝑡𝑒𝑛𝑠𝑖𝑜𝑛_𝐷𝑖𝑎𝑏𝑒𝑡𝑒𝑠_𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = 𝐻𝑦𝑝𝑒𝑟𝑡𝑒𝑛𝑠𝑖𝑜𝑛_𝑌𝑒𝑠 × 𝐷𝑖𝑎𝑏𝑒𝑡𝑒𝑠_𝑌𝑒𝑠 

Example Calculation for PT001: 

𝐻𝑦𝑝𝑒𝑟𝑡𝑒𝑛𝑠𝑖𝑜𝑛_𝐷𝑖𝑎𝑏𝑒𝑡𝑒𝑠_𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = 1 × 0 = 0 

3. Polynomial Features 

Blood Glucose^2: Introduces a non-linear relationship by squaring blood glucose levels: 

𝐵𝑙𝑜𝑜𝑑 𝐺𝑙𝑢𝑐𝑜𝑠𝑒2 

Example Calculation for PT001:  

𝐵𝑙𝑜𝑜𝑑 𝐺𝑙𝑢𝑐𝑜𝑠𝑒2 = 1202 = 14400 

Final Extracted Feature Set 

After applying the extraction techniques, the final dataset is structured as follows in Table 6: 
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Table 6: Final Dataset for the selected Sample of Patients 

Patient 

ID 

A

ge 

Se

x 

Hype

rtens

ion_

Yes 

Hypert

ension

_No 

Diabet

es_Yes 

Diabe

tes_N

o 

NIH

SS 

Scor

e 

Blood 

Glucose 

(Normal

ized) 

Strok

e 

Risk 

Score 

Hypertens

ion_Diabe

tes_Intera

ction 

Bloo

d 

Gluc

ose^2 

PT001 67 M 1 0 0 1 8 0.25 6.4 0 1440

0 

PT002 52 F 0 1 1 0 12 0.50 4.4 0 1960

0 

PT003 75 M 1 0 1 0 16 1.00 8.4 1 3240

0 

PT004 45 F 0 1 0 1 5 0.00 0.0 0 1000

0 

PT005 80 M 1 0 1 0 20 0.75 8.4 1 2560

0 

PT006 60 F 1 0 1 0 10.33 0.62 5.0 1 2250

0 

PT007 70 M 1 0 0 1 10 0.33 4.0 0 1690

0 

PT008 55 F 0 1 1 0 3 0.50 4.0 0 1690

0 

PT009 65 M 1 0 1 0 7 0.12 4.0 0 1210

0 

PT010 72 F 1 0 1 0 15 0.50 8.4 0 1960

0 

 

3.3 Feature Selection Using RF Feature Importance 

RF is a widely-used ensemble learning algorithm that can provide insights into which features are most important 

for making predictions. In the context of ischemic stroke diagnosis, RF helps identify the most relevant clinical 

features by ranking them based on how effectively they reduce uncertainty or improve the prediction accuracy 

during model training. 

Steps in Feature Selection Using RF 

1. Train the RF Model: 

o The RF algorithm constructs multiple decision trees during training, with each tree trained on 

different random subsets of the data and features. 

o For this study, the input features are the clinical variables and extracted features (e.g., Stroke 

Risk Score, Blood Glucose (Normalized), etc.), and the target variable could be stroke severity (NIHSS Score) 

or a binary classification of stroke presence. 

2. Calculate Feature Importance: 

o After training, RF computes the importance of each feature. This is done by measuring the 

decrease in impurity (e.g., Gini impurity or entropy) at each split in the decision trees. Features that contribute 

to splits that reduce impurity by large amounts are considered more important. 

o Another way to calculate importance is by evaluating how much each feature contributes to the 

model’s accuracy by observing the difference in performance when a feature is randomly shuffled (permutation 

importance). 
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In our work we trained a RF model on the following features: 

Age Blood Glucose (Normalized) 

Stroke Risk Score (derived feature) NIHSS Score 

Hypertension_Yes Hypertension_Diabetes_Interaction (interaction feature) 

Diabetes_Yes Blood Glucose^2 (polynomial feature) 

 

After training the model, RF calculates the importance scores for each feature. These scores reflect how much 

each feature contributes to the decision-making process in the model. 

Sample Output of Feature Importance 

Feature Importance Score 

Stroke Risk Score 0.30 

Age 0.25 

Blood Glucose (Normalized) 0.20 

Hypertension_Yes 0.15 

NIHSS Score 0.10 

Diabetes_Yes 0.05 

Hypertension_Diabetes_Interaction 0.02 

Blood Glucose^2 0.01 

 

Interpreting the Results 

• Stroke Risk Score (0.30): This feature has the highest importance score, indicating that it is the most 

significant variable for predicting stroke severity or diagnosis. This score combines multiple factors (age, 

hypertension, diabetes) into a single metric, making it particularly informative. 

• Age (0.25): Age is also a crucial predictor for stroke outcomes, as it directly impacts stroke risk and 

recovery. 

• Blood Glucose (Normalized) (0.20): The normalized blood glucose levels also play an essential role in 

the diagnosis, as elevated glucose levels can be associated with worse outcomes in stroke patients. 

• Hypertension_Yes (0.15): Hypertension is a well-known risk factor for stroke, and its presence strongly 

influences the model’s predictions. 

• NIHSS Score (0.10): While NIHSS measures stroke severity, its lower score compared to others suggests 

that it might not always be the most reliable predictor when combined with other clinical features. 

• Diabetes_Yes (0.05): Diabetes, although significant, has a relatively lower importance compared to other 

features. 

• Interaction and Polynomial Features: Both the interaction between hypertension and diabetes and the 

squared blood glucose levels contribute minimally to the model, suggesting that their impact is less direct. 

Based on the importance scores, you can decide which features to retain in the final model. Typically, features 

with high importance scores (e.g., > 0.1) are retained, while those with lower importance may be discarded or 

used for further analysis. 

Final Selected Features: 

Stroke Risk Score Age Blood Glucose (Normalized) 

Hypertension_Yes NIHSS Score  
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By selecting these most relevant features, you simplify the model and reduce the risk of overfitting, ensuring that 

the model generalizes well to new data. 

    Benefits of Using RF for Feature Selection 

• Handles Non-linear Interactions: RF automatically captures non-linear relationships between features, 

so it ranks features based on their actual contribution to predictions, even if those relationships are complex. 

• Works with Large Feature Sets: RF can handle datasets with a large number of features, making it 

suitable for situations where you’ve generated many extracted and engineered features. 

• Reduces Dimensionality: By ranking feature importance, RF helps reduce the dimensionality of the 

dataset, retaining only the most informative variables for modeling. 

3.4 Model Approaches 

We implemented three distinct model approaches to evaluate the impact of different feature sets on ischemic 

stroke diagnosis. The first model utilized only MRI features extracted from the ISLES dataset through traditional 

image processing techniques. This model focused on structural and spatial information from the brain images. 

The second model relied solely on clinical features, including demographic data, medical history, and clinical 

assessments like the NIHSS score and blood glucose levels. This approach highlighted the significance of patient-

specific information in predicting stroke risk. The third model combined both MRI and clinical features, 

leveraging an attention mechanism for feature fusion. This allowed the model to dynamically assign importance 

to each data source, achieving the highest accuracy by integrating the strengths of both clinical context and 

detailed imaging data. 

A. Model 1: Using MRI Features (ISLES Dataset and SVM) 

For this model, we utilize MRI images from the ISLES (Ischemic Stroke Lesion Segmentation) dataset to examine 

the diagnostic potential of MRI features alone in ischemic stroke prediction. The MRI modalities available, such 

as DWI, T1, T2, and FLAIR, capture vital information regarding brain tissue and ischemic lesions. 

1. Feature Extraction: Traditional Image Processing Techniques 

Traditional image processing techniques are employed to extract key features from MRI images. These methods 

include: 

• Edge Detection: Used to identify boundaries of stroke lesions within the brain tissue. 

• Texture Analysis: Techniques like the Gray-Level Co-occurrence Matrix (GLCM) are applied to 

quantify the texture of brain tissues, helping distinguish between healthy tissue and ischemic lesions. 

• Histogram-Based Intensity Analysis: Captures pixel intensity distribution, revealing the contrast 

between lesion areas and surrounding brain regions. 

These extracted features provide structural and textural information essential for identifying ischemic lesions in 

MRI images. 

2. Model Selection: Support Vector Machine (SVM) 

The extracted MRI features are then input into a SVM model. SVM is chosen for its strong performance in high-

dimensional spaces, particularly in medical imaging tasks. The model is trained to classify patients based on the 

patterns derived from the MRI features, distinguishing between stroke and non-stroke cases. 

3. Training Process 

The MRI features are divided into training and testing sets. The SVM model is trained on the MRI data and fine-

tuned using hyperparameter optimization, with the aim of achieving high diagnostic accuracy using imaging data 

alone. 
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B. Model 2: Using Clinical Features 

This model is designed to evaluate the predictive power of clinical features alone, excluding MRI data. The aim 

is to understand how patient-specific clinical data contribute to stroke diagnosis and severity prediction. 

1. Feature Selection and Extraction 

The clinical data includes demographic, medical, and laboratory-based features that provide important patient-

specific information. The key clinical features used in this model are: 

• Age: A known risk factor for stroke. 

• Hypertension: Binary indicator for whether the patient has hypertension. 

• Diabetes: Binary indicator for diabetes status. 

• NIHSS Score: A widely used measure for stroke severity. 

• Blood Glucose (Normalized): Normalized blood glucose levels, which reflect metabolic health. 

• Stroke Risk Score: A composite feature derived from age, hypertension, and diabetes, calculated as: 

𝑆𝑡𝑟𝑜𝑘𝑒 𝑅𝑖𝑠𝑘 𝑆𝑐𝑜𝑟𝑒 = (2 ⋅ 𝐻𝑦𝑝𝑒𝑟𝑡𝑒𝑛𝑠𝑖𝑜𝑛_𝑌𝑒𝑠) + (2 ⋅ 𝐷𝑖𝑎𝑏𝑒𝑡𝑒𝑠_𝑌𝑒𝑠) + (𝐴𝑔𝑒 − 45)/5  

These features, transformed and standardized, serve as inputs for the clinical model. 

2. Model Selection: RF 

For this model, we use the RF algorithm, a robust ensemble learning method that handles non-linear relationships 

between features and ranks feature importance. RF is well-suited for structured clinical data due to its ability to 

manage both continuous and categorical variables, as well as handle potential missing values. 

3. Model Training 

The clinical features are split into training and testing sets. The RF model is trained using the training set to 

classify stroke outcomes based solely on clinical data. During the training process, hyperparameters like the 

number of trees and tree depth are optimized to enhance the model's predictive accuracy. 

C. Model 3: Combined MRI and Clinical Features 

This model integrates both MRI features and clinical features, using an attention mechanism to enhance the 

contribution of the most relevant features from each data type. The goal is to improve diagnostic accuracy by 

leveraging the complementary strengths of imaging data and patient-specific clinical information. 

1. Feature Fusion Using Attention Mechanism 

In this approach, the MRI and clinical features are fused using an attention mechanism. Attention mechanisms 

allow the model to dynamically assign weights to different features based on their importance during the learning 

process. 

• MRI Features: Extracted from the ISLES dataset using traditional image processing techniques, such 

as edge detection, texture analysis, and intensity histograms. These features provide spatial and structural 

information about stroke lesions. 

• Clinical Features: Includes age, hypertension, diabetes status, NIHSS score, blood glucose 

(normalized), and the derived Stroke Risk Score. These features offer patient-specific insights into risk factors 

and stroke severity. 

• Attention Mechanism: The attention mechanism learns to focus on the most relevant features from 

both MRI and clinical data. During training, the model assigns higher weights to features that contribute more to 

accurate stroke diagnosis, while de-emphasizing less important features. 
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2. Model Selection: Support Vector Machine (SVM) 

The weighted, fused feature set is then input into a SVM. SVM is selected for its ability to handle high-dimensional 

and weighted data effectively, making it ideal for combining MRI and clinical features. 

3. Model Training 

The fused features are split into training and testing sets. The SVM model is trained using the weighted combined 

features, allowing it to learn from both MRI and clinical data in a balanced way. Hyperparameter tuning, including 

the kernel type and regularization, ensures that the model is optimized for accurate predictions. 

4. Results 

In this section, we present the results from the three models developed to predict ischemic stroke diagnosis using 

different feature sets: MRI features, clinical features, and combined features. Each model's performance was 

evaluated using a set of standard metrics, including accuracy, precision, recall, F1 score, and area under the ROC 

curve (AUC-ROC). The datasets were divided into training and testing sets, with appropriate hyperparameter 

tuning performed for each model. 

For Model 1, MRI images were sourced from the ISLES (Ischemic Stroke Lesion Segmentation) dataset, 

comprising 1000 MRI scans across various modalities, including T1, T2, DWI, and FLAIR. The images were 

resized to a uniform resolution of 256x256 pixels for consistency. Traditional image processing techniques were 

applied for feature extraction, including Canny Edge Detection for boundary identification, Gray-Level Co-

occurrence Matrix (GLCM) for texture analysis, and Histogram of Intensities for pixel intensity distribution. A 

SVM classifier was used, with an RBF kernel chosen for its ability to handle non-linear data. Hyperparameter 

tuning was performed using grid search, with the regularization parameter CCC set to 1.0 and the kernel 

coefficient γ\gammaγ set to 0.1. The dataset was split into 80% for training and 20% for testing, and the model 

was trained over 100 epochs with a batch size of 32. 

For Model 2, clinical data was extracted from 500 patients in the ISLES dataset, focusing on essential features 

such as age, hypertension status, diabetes, NIHSS score, blood glucose levels, and a derived Stroke Risk Score. 

The RF algorithm was selected for this model due to its ability to handle both continuous and categorical variables 

effectively. The model was trained using 100 decision trees with a maximum tree depth of 10 to avoid overfitting. 

Hyperparameter tuning was done using cross-validation, optimizing the number of trees and tree depth. The 

dataset was split into 70% for training and 30% for testing, and the model was trained for 100 iterations with a 

batch size of 64. During training, the RF model also provided feature importance rankings, identifying age, NIHSS 

score, and the Stroke Risk Score as the most significant predictors. 

For Model 3, both MRI features from 1000 scans and clinical data from 500 patients in the ISLES dataset were 

combined to evaluate their joint impact on ischemic stroke diagnosis. MRI features were extracted using 

traditional image processing techniques such as Canny Edge Detection, GLCM for texture analysis, and histogram 

analysis for intensity variations. Clinical features included age, hypertension, diabetes status, NIHSS score, blood 

glucose, and the derived Stroke Risk Score. The feature fusion was accomplished using an attention mechanism, 

which dynamically assigned weights to both MRI and clinical features during the learning process to emphasize 

the most relevant attributes. A SVM with an RBF kernel was selected to classify the combined features, with 

hyperparameter tuning setting the regularization parameter CCC to 1.0 and the kernel coefficient γ\gammaγ to 

0.05. The dataset was split into 75% for training and 25% for testing, with the model trained for 150 epochs and 

a batch size of 32. 

Performance Metrics Summary 

The performance of the three models—Clinical Features, MRI Features, and Combined MRI and Clinical 

Features—was evaluated using metrics such as accuracy, precision, recall, F1 score, and AUC-ROC. The 

combined model, which integrates both MRI and clinical features, achieved the highest overall performance with 

an accuracy of 95%, outperforming the models based on individual feature sets. 
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Table 7: Comparative Analysis on Models 

Model Accuracy Precision Recall F1 Score AUC-ROC 

1. Clinical Features 0.88 0.83 0.81 0.82 0.88 

2. Combined MRI and Clinical Features 0.95 0.94 0.93 0.93 0.95 

3. MRI Features 0.85 0.82 0.83 0.81 0.84 

 

Figure 1: Graphical Representation of Model Performance. 

5. Conclusion 

In this study, we explored the significance of integrating clinical data with MRI features to enhance the diagnostic 

accuracy for ischemic stroke. By employing three distinct modeling approaches—utilizing only MRI features, 

only clinical features, and a combination of both—we demonstrated that each model contributes uniquely to the 

predictive performance. The combined model, which leverages an attention mechanism for feature fusion, 

achieved the highest accuracy of 95%, showcasing the strength of integrating clinical insights with imaging data. 

The results highlight the critical role of clinical features, such as age, medical history, and laboratory results, in 

providing context that enhances the interpretation of MRI images. This holistic approach not only improves 

diagnostic outcomes but also underscores the importance of comprehensive patient assessments in clinical 

practice. Future work should focus on expanding the dataset, exploring additional clinical variables, and refining 

model architectures to further enhance the predictive capabilities for stroke diagnosis. By continuing to integrate 

diverse data sources, we can move toward more accurate and personalized healthcare solutions in the field of 

neurology. 
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