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Abstract  

 Wireless networks enable devices to communicate and share data without the need for physical connections, such as 

cables or wires. The increasing usage of computer networks raises additional cybersecurity concerns, necessitating the 

implementation of preventive measures to protect valuable data. Intrusion Detection Systems (IDS) are essential components of 

network security, designed to monitor computer networks and systems for suspicious activities, unauthorized access, or potential 

attacks. The key functions of IDS include collecting, analyzing, and identifying abnormal behavior within the system, as well as 

responding to potential threats. Secure data transmission in wireless networks is a vital aspect for cryptographic techniques-based 

intrusion detection systems (IDS). To enhance attack detection accuracy, a novel method called the Quantile Regressive Extreme 

Learning Machine based Contextual Naccache–Stern   (QRELM-CNSC) has been developed for wireless networks. QRELM-

CNSC includes two major processes such as classification and secure data transmission within the wireless network. First, the 

Quantile Regressive Sequential Extreme Learning Machine classifier is employed for efficient attack detection in wireless 

networks and achieving higher accuracy. In the Extreme Learning Machine classifier, a number of data samples and their features 

are considered as input at the input layer. In Hidden Layer 1, Camargo's Index Targeted Projection Pursuit model is applied to 

select significant features from the dataset. With the selected features, Quantile Regression is applied in Hidden Layer 2 to 

analyze the data samples. Finally, the data samples are classified as normal or attack nodes (i.e., Fuzzers, Analysis nodes, 

Backdoors, DoS nodes, and Exploit nodes) in the output layer. Subsequently, sensitive normal data samples are transmitted 

securely using the Pseudo Randomized Contextual Naccache–Stern Cryptosystem. The proposed cryptosystem consists of three 

processes namely contextual key generation, encryption, and decryption. In the key generation process, both contextual public 

and private keys are generated. After key generation, the sender encrypts the data using the receiver's public key and transmits it 

to the receiver. The authorized receiver then decrypts the ciphertext to obtain the original data. This process ensures secure data 

transmission, enhancing data confidentiality in wireless networks. Experimental evaluations are conducted on various factors, 

such as attack detection accuracy, precision, recall, F-measure, data confidentiality rate, and attack detection time, concerning 

different numbers of data samples. The performance analysis results indicate that the proposed QRELM-CNSC method achieves 

better attack detection accuracy, precision, recall, and data confidentiality while minimizing time consumption 
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1. Introduction  

 Intrusion detection in wireless network communication is a critical aspect of maintaining network security. 

Due to the open and dynamic nature of wireless networks, they are particularly vulnerable to various types of 

attacks, such as eavesdropping, spoofing, Denial of Service (DoS), and man-in-the-middle attacks. Intrusion 

Detection Systems (IDS) are designed to monitor network traffic and detect abnormal activities that indicate a 

security violation. 

 A Blockchain-based African Buffalo with Recurrent Neural Network (BbAB-RNN) model was developed 

in [1] with the aim of detecting intrusions and enhancing security. The model improves accuracy, precision, recall, 

F1-score, and detection rate. However, it also faces challenges related to higher time complexity, which impact 

security performance.  The Whale with Cuckoo Search Optimization-based Quantum Neural Network (WCSO-

QNN) combined with Elliptic Curve Cryptography (ECC) was developed in [2] to accurately detect attacks and 

ensure data protection by selecting significant features. However, the processing time of the QNN was higher. 

 A Random Forest model was designed in [3] with differential privacy to detect network attacks and 

perform classification. But, it failed to enhance the framework's applicability across different feature spaces and 

entities. A robust learning approach was developed in [4] for predicting and detecting hybrid attacks in IoT networks 

by integrating deep neural networks and ensemble techniques to improve the detection accuracy of hybrid attack 

patterns. But, a cryptographic technique was not employed to enhance data confidentiality. A hierarchical machine 

learning-based hyperparameter optimization algorithm was designed in [5] for classifying intrusions through the 

feature selection. But it failed to apply the deep learning models to improve attack detection accuracy. A novel 

defense system was designed in [6] to protect attacks by utilizing diverse set of classifiers to identify intrusions. But, 

it failed to provide robust security protection during data transmission. A novel deep learning model called the 

Cybernet model was designed in [7] to detect the behaviors of cyber attacks with high accuracy. But, it failed to 

detect different types of attacks in minimal time.  A distributed framework was developed in [8] based on deep 

learning (DL) to detect various types of cyber attacks. However, attack detection complexity posed a significant 

challenge. An Adaptive Federated Learning Approach was introduced in [9] to detect DDoS attacks, significantly 

reducing convergence time and enhancing classification accuracy. But, the feature selection process in attack 

detection remained unaddressed. 

 An encrypted two-tier control model was developed in [10] that combine machine learning (ML) for 

cyberattack detection to enhance operational safety and cybersecurity. However, it did not apply deep learning 

models to further improve attack detection. To enhance attack detection accuracy, a Deep Reinforcement Learning 

(DRL) model was designed in [11]. However, it failed to facilitate collaborative efforts between cybersecurity 

experts and the machine learning model to address the multifaceted challenges at the integration of DRL and 

cybersecurity. A new collaborative learning approach was designed in [12] using a blockchain network for 

cyberattack detection while also mitigating the risk of exposing local data privacy. But, it did not utilize more 

effective methods to enhance the protection of local data privacy. A correlation-aware architecture with a neural 

network model was designed in [13] for DDoS attack detection. But, it failed to implement complex detection 

architectures using a collaborative method for dynamically training and updating the system for detecting DDoS 

attacks over time. A new two-stage deep learning model was designed in [14] by integrating Long Short-Term 

Memory (LSTM) and Autoencoders (AE) for detecting cyber attacks. However, it failed to select essential features 

while ignoring irrelevant ones which limiting the performance of attack detection. An intelligent hybrid model was 

designed in [15] that integrate machine learning and artificial intelligence to enhance network security by identifying 
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and preventing cyberattacks. The model utilizes feature reduction techniques to improve performance and minimize 

time complexity. But, the scalability of the algorithm for larger wireless sensor networks (WSNs) was not addressed. 

1.1 contributions  

The new contributions of the QRELM-CNSC is summarized as follows, 

• To enhance attack detection accuracy, the QRELM-CNSC has been developed, incorporating Quantile Regressive 

Sequential Extreme Learning Machine classifier. The Quantile regression analyzes the data samples and provides 

the normal or different kinds of attack samples.  

• To minimize the attack detection time, Camargo's Index Targeted Projection Pursuit model is employed in Extreme 

Learning Machine classifier for selecting the significant features and removing the others.  

• To enhance data confidentiality, a Pseudo Randomized Contextual Naccache–Stern Cryptosystem has been designed 

for secure data transmission and to protect sensitive data.   

• Finally, an experimental assessment is conducted to evaluate the performance of the QRELM-CNSC using various 

metrics and comparing it to other methods. 

1.1 paper organization  

 The paper is organized as follows: Section 2 reviews related works, Section 3 describes the QRELM-CNSC in 

detail, Section 4 outlines the experimental setup and dataset description, Section 5 provides a comparative analysis 

of various metrics using different methods, and finally, Section 6 presents the overall conclusion of the work. 

 

2. Related works  

  An enhanced approach was designed in [16] for detecting DDoS attacks using an ensemble-based Random 

Forest classifier and feature selection. But, the approach did not effectively address significantly higher and rapidly 

changing network conditions. A Fully Streaming Big Data Framework was developed in [17] using optimized deep 

learning for cybersecurity to enhance efficiency and stability. But, it failed to improve accuracy and information 

security, particularly in protecting sensitive customer information also critical.   A Secure Federated Intrusion 

Detection Model was designed in [18] to classify attacks as either normal or an attack type with high precision. 

However, it failed to address a novel and greater number of network attack classes.  A deep learning-based novel 

method was developed in [19] to detect cybersecurity vulnerabilities and enhance the confidentiality and integrity of 

users and systems sensitive information. However, the designed system failed to detect internal and external 

intruders and their malicious behaviors. An Improved Mayfly Optimization combined with a Hybrid Deep Learning 

model was designed in [20] to detect intrusions. But, it failed to maintain high accuracy in identifying cyberattacks 

under varying conditions and data distributions. 

 An Artificial Orca Algorithm with Ensemble Learning model was designed in [21] for cyberattack 

detection and classification with higher accuracy. However, it failed to ensure the protection of data exchanges and 

the development of privacy-preserving systems. A lightweight machine learning detection method based on a 

Decision Tree (DT) algorithm was developed in [22], utilizing the Gini method to select significant features. 

However, this method did not significantly improve attack detection accuracy. In [23], Machine Learning algorithms 

were designed to detect the network attack and cyber-security attacks with low false alarm rates.  Numerous deep 

learning models were developed in [24] to detect cyberattacks on a collection of network traffic streams. However, 

high time complexity of attack detection remains a significant challenge.  To minimize time complexity, a reliable 

feature selection model was designed in [25]. But, deep learning models were not implemented for multi-class 

classification in cyber attack detection.  A Hybrid Convolutional Neural Network was developed in [26] to identify 

IoT attacks through feature selection and classification. But, it did not focus on analyzing unsupervised machine 

learning models to examine unidentified traffic 

A blockchain-assisted hybrid metaheuristic model combined with machine learning was designed in [27] 

for cyber attack detection and classification, aiming to achieve better accuracy. However, privacy-preserving 
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methods were not implemented to protect sensitive information during cyber attack detection. To enhance data 

security, an Improved Elliptic Curve Cryptography algorithm combined with deep LSTM was designed in [28] for 

attack detection during data transfer. Hybrid deep learning models were designed in [29] to detect all types of DDoS 

attacks with high accuracy. However, it failed to incorporate feature selection to further enhance attack detection.  

An integration of two convolutional neural networks (CNN-CNN) was developed in [30] for detecting attacks on 

IoT networks by selecting significant features. However, these methods also pose challenges, including increased 

complexity and resource requirements. 

 

3. Proposal methodology  

Cybersecurity in wireless networks is a significant aspect of modern communication systems and are more 

susceptible to security threats due to their open and easily accessible nature. As computer networks continue to 

expand in size and complexity, the need for robust security measures becomes increasingly vital. Intrusion Detection 

Systems (IDS) have been designed to tackle this challenge by monitoring network and identifying potential security 

threats. These systems are capable of analyzing traffic to detect risks such as malware, network intrusions, and 

denial of service attacks. However, the growing complexity and variety of network traffic have made it challenging 

for traditional intrusion detection system. In this paper, a novel method called a novel RELM-CNSC Method is 

developed for enhancing the cyber attack detection.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Figure 1 architecture of proposed QRELM-CNSC 
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Figure 1 given above illustrates the architecture diagram of the proposed QRELM-CNSC for accurate classification 

of attack and secure data transmission in wireless network. The proposed QRELM-CNSC includes a different 

processes namely data acquisition, classification and secure data communication.  These three different processes of 

the proposed QRELM-CNSC are described in the following sections. 

3.1 Data acquisition 

Data acquisition refers to the process of collecting the information from various sources dataset for further 

analysis, processing, and storage. In order to collect the data samples for secure data transmission, the proposed 

method utilizes the UNSW_NB15 Dataset taken from Kaggle https://www.kaggle.com/datasets/mrwellsdavid/unsw-

nb15.  This UNSW_NB15 Dataset is employed for classifying the normal and potential attacks within the network.  

The dataset contains 175,341 data samples with 45 features or attributes. The final two columns indicate the attack 

category and label for each sample. Each record is classified as either normal or indicative of an attack.  

3.2 Quantile regressive sequential Extreme learing machine classifier  

After the data acquisition, the attack detection process is carried out in the proposed QRELM-CNSC in the 

wireless network using Quantile regressive sequential Extreme learing machine. The Extreme Learning Machine 

(ELM) is a type of feed-forward neural network prominent for its extremely fast learning speed and better 

generalization ability. This ELM leads to faster training and improved performance. The Sequential Extreme 

Learning Machine (SELM) offers significant benefits, particularly in real-time learning and managing large-scale 

data streams, as it processes incoming data sequentially. Therefore, the proposed approach employs the Extreme 

learing machine classifier to enhance classification accuracy of normal or attack. 

 

  

 

 

 

 

 

 

 

 

Figure 2 structural design of Sequential Extreme Learning Machine 

Figure 2 depicts the structural design of Sequential Extreme Learning Machine. It is a type of feed forward  

 

 

 

 

 

 

 

 

 

Figure 2 structural design of Sequential Extreme Learning Machine 
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data samples and transmits it to the hidden layer. Finally, the output layer provides the better classification results. 

Three layers in the structure are connected in a feed-forward manner with variable weights. The computation 

process is performed in hidden layer. Each layer comprised the artificial neurons to transfer the input training data 

samples from one layer to the neurons in next consecutive layer.  

The input weights are fixed with straightforward solution that not requires different iteration process. It is 

expressed as follows,  

𝑋(𝑡) = ∑ [𝐷𝑆𝑖(𝑡) ∗𝑛
𝑖=1 𝑤𝑖] + 𝐵   (1) 

Where, ‘𝑋(𝑡)’ represents the input layer ‘𝑤’ symbolizes the weight between input layer neuron and hidden 

layer neuron and bias function ‘𝐵’, ‘𝐷𝑆’ symbolizes the training data samples. The input data samples sent into 

hidden layer where feature selection and classification process is carried out.  

In the hidden layer 1, Feature selection is a fundamental step aimed at selecting the most relevant and 

informative features from a dataset using Camargo's index Targeted Projection Pursuit. Its main objective is to 

improve model performance while reducing the dimensionality of the data. 

Targeted Projection Pursuit is statistical technique mainly used for data analysis, and feature selection in 

high-dimensional datasets. It allows analysts to extract meaningful features and patterns from dataset with numerous 

attributes, facilitating interpretation and decision-making. In Targeted Projection Pursuit (TPP), the main aim is to 

find a projection from a high-dimensional space to a lower-dimensional space that maximizes an objective function 

to a specific target. The Camargo's index is a statistical method to measure the dependency between features 

formulated as follows, 

𝐶 = 1 − ∑  
|𝑁𝐹𝑗− 𝑁𝐹𝑘|

𝑚

𝑚
𝑗=1    (2) 

Where, 𝐶 indicates an output of Camargo's index’,  𝑁𝐹𝑗  and 𝑁𝐹𝑘 denotes a features in the dataset, 𝑚 

indicates a number of features.  The Camargo's index function outputs values ranging from 0 to 1. The objective is 

to maximize this index to find projections or feature pairs that are highly dependent or similar. This is expressed as 

follows,  

𝑍 = 𝑎𝑟𝑔 𝑚𝑎𝑥 𝐶  (3) 

Where, 𝑍 denotes a targeted projection function between two feature vectors  𝑁𝐹𝑗 and  𝑁𝐹𝑘 , 𝑎𝑟𝑔 𝑚𝑎𝑥 

indicates a argument of maximum faction. This method aims to project the significant relevant target feature sets 

with maximum Camargo's index function contribute to specific patterns or dependencies in the dataset.   

These target feature set are given as input to the next hidden layer for classifying the normal or attack 

samples such as Fuzzers node, Analysis nodes, Backdoors, DoS nodes and Exploit nodes.   

The Quantile regression is employed for analyzing the extracted samples with selected features. The 

Quantile regression is a machine learning technique used for analyzing the relationship between the dependent 

variable (outcome) and independent variables (data samples). The relationship between the outcome and the data 

samples are formulated as follows, 

𝑄(𝐷𝑆|𝑌) = 𝛽0  + 𝛽1 𝐷𝑆1 + 𝛽2 𝐷𝑆2 + ⋯ . . +𝛽𝑛 𝐷𝑆𝑛  (4) 

Where, 𝑄(𝐷𝑆|𝑌) denotes a Quantile regression, 𝐷𝑆 denotes a data samples, 𝛽0, 𝛽1, 𝛽2 … 𝛽𝑛 denotes a 

regression coefficient. Followed by, the objective function of the regression coefficient is formulated as follows, 

𝛽𝑄 = arg min[𝑌 − 𝑄(𝐷𝑆|𝑌)](5) 

 Where, the coefficient of Quantile regression ‘𝛽𝑄’ minimizes the loss function 𝑌 denotes a actual output,  

𝑄(𝐷𝑆|𝑌) denotes a observed output. The hidden layer output is expressed as follows,  

𝐻(𝑡) = ∑ 𝑤𝑖𝑗    𝜎 (𝑤𝑗𝑘  𝑄(𝐷𝑆|𝑌) + 𝐵ℎ) 𝑛
𝑖=1                         (6) 

From (2), ‘𝐻(𝑡)’ symbolizes the output result of the hidden layer, ‘𝜎’ indicates the sigmoid activation 

function,  ‘𝑤𝑗𝑘’ indicates the weight between‘𝑗𝑡ℎ’ hidden layer neuron and ‘𝑘𝑡ℎ’ output layer neuron, ‘𝑤𝑖𝑗’ denotes 



Tuijin Jishu/Journal of Propulsion Technology 

ISSN: 1001-4055 

Vol. 45 No. 04 (2024) 

___________________________________________________________________________ 

 

1218 
 
 

‘𝑖𝑡ℎ’ input layer neuron and ‘𝑗𝑡ℎ’ hidden layer neuron, 𝑄(𝐷𝑆|𝑌) Quantile regression outcomes, 𝐵ℎ denotes a bias at 

hidden layer.  The output of the hidden layer is fed into the final output layer, where the sigmoid activation function 

is applied to provide the binary classification results. 

𝑍 =   𝜎(𝑤𝑘 ∗  𝐻(𝑡))   (7) 

Where ‘𝑍’ indicates the final classification result, 𝜎 indicates a sigmoid activation function, ‘𝑤𝑘 ’ denotes 

the weight of the output layer, 𝐻(𝑡) denotes output of the hidden layer. 

𝜎 = {
1    ;      𝑎𝑡𝑡𝑎𝑐𝑘
0 ;        𝑛𝑜𝑟𝑚𝑎𝑙

     (8) 

  The sigmoid activation function returns ‘1’ when the data samples are classified as attacks and ‘0’ when the 

data samples are classified as normal. Finally, accurate data classification results are achieved at the output layer 

with minimal time complexity.  Quantile regressive sequential Extreme learning machine classifier algorithm is 

explained below 

Algorithm1: Quantile regressive sequential Extreme learning machine classifier 

Input:  Dataset ‘𝐷’,  network features  𝑁𝐹1, 𝑁𝐹2, 𝑁𝐹3, … 𝑁𝐹𝑛, Number of samples  𝐷𝑠1, 𝐷𝑠2, 𝐷𝑠3, … 𝐷𝑠𝑚   

Output: increase attack detection accuracy  

Begin 

1. Collect the number of data samples   𝐷𝑠1, 𝐷𝑠2, 𝐷𝑠3, … 𝐷𝑠𝑚  at an input layer 

2. For each data 𝐷𝑠𝑖  

3.        Randomly assign weight and bias  using (1) 

4.        End for  

5.    For each network features  𝑁𝐹 --  hidden layer 1 

6.        Measure the Camargo's index similarity ‘𝐶’ using (2) 

7.           End for 

8.    End for 

9.    If (𝑎𝑟𝑔 𝑚𝑎𝑥 𝐶)  then  

10.          Features are selected as relevant  

11.     else  

12.           Features are selected as irrelevant  

13.  End if  

14.      For each selected feature with data samples 𝐷𝑠 

15.         Perform regression analysis using (4) 

16.   End for  

17.       Apply the sigmoid activation function  

18.       if (𝜎 = +1) then  

19.           Data samples is classified as ‘attack’  

20.        else 

21.          Data samples is classified as ‘normal’ 

22.      End if 

23. Return (classifications results)--  output layer 

24. End for 

End 

  Algorithm 1 outlines the process of the Quantile Regressive Sequential Extreme Learning Machine 

classifier, which is designed to achieve higher classification accuracy with lower time complexity. Initially, the 

algorithm collects the training data samples and transfers them into the input layer. Weights and biases are assigned 
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randomly. The data samples are then transferred to the hidden layer, where feature selection is applied to measure 

the similarity between features. Based on Camargo's Index similarity, relevant sets of features are extracted from the 

dataset. The selected features, along with the data samples, are then provided to the next hidden layer, where 

classification is performed by applying the regression function. The sigmoid activation function is used to classify 

the data samples as attacks or normal. Finally, accurate classification is achieved with minimal time consumption. 

3.3 Pseudo Randomized Contextual Naccache–Stern Cryptosystem 

 For data samples classified as normal, the proposed QRELM-CNSC performs secured data transmission 

using Pseudo Randomized Contextual Naccache–Stern Cryptosystem. Since the data is legitimate, encryption 

methods is employed to ensure efficient and secure transmission. The Naccache–Stern cryptosystem is a 

homomorphic public-key cryptosystem also known as asymmetric cryptography that utilizes a pair of keys such as 

private and public key for secure communication.  The private key is kept secret by the owner and is used to decrypt 

data, while the public key is shared openly and it used by everyone to encrypt data. This enhances the confidentiality 

of data transmission from sender to receiver by The Naccache–Stern Cryptosystem includes three processes, namely 

key generation, encryption, and decryption.  

3.3.1 Contextual keys generation 

Key generation is a crucial process in cryptography that involves creating cryptographic keys for use in 

encryption and decryption.  During the key generation process, Blum Blum Shub pseudorandom number generator 

is generated for Contextual keys such as private and public key for encrypting all messages in one communication 

session. If the session is finished, it automatically disabled to ensure security. Contextual key generation suggests a 

method of generating cryptographic keys based on specific contextual information such as session-specific data. 

Let us consider a set of distinct prime numbers  𝑝1, 𝑝2, 𝑝3, … 𝑝𝑘   and it divides into two groups  

𝑎 = ∏ 𝑝𝑖

𝑘
2⁄

𝑖=1
    (9) 

𝑏 = ∏ 𝑝𝑖
𝑘
𝑘

2⁄ +1
     (10) 

Compute the 𝜏 which is the product of the 𝑎 and 𝑏 

𝜏 = 𝑎 ∗ 𝑏    (11) 

Followed by selecting the two large prim numbers x and y calculate the followings, 

𝑢 = 1 + 2𝑥𝑎 (12) 

𝑣 = 1 + 2𝑦𝑏(13) 

Therefore, the private key is generated as follows, 

𝐾𝑟 = (𝑢, 𝑣)    (14) 

𝐾𝑏 = (𝜏, 𝑁, 𝐺)      (15) 

𝑁 = 𝑢 ∗ 𝑣          (16) 

Where, 𝐾𝑏 denotes a public key, 𝐺 denotes a random number generated using Blum Blum Shub 

pseudorandom number generator. Consider two distinct prime integers 𝑐  and 𝑑, the random number is generated as 

follows, 

𝐺 = 𝑥0
2 𝑚𝑜𝑑 𝑃  (17) 

𝑃 = 𝑐 𝑑(18) 

Where,  𝑥0 denotes an initial value that starts the process of generating random numbers. In this way, the 

keys are generated for secure data transmission.  

  3.3.2 Data encryption  

 Upon successful key generation, the sender proceeds with data encryption, a process used to transform the 

original data (plaintext) into an unreadable format known as ciphertext. This ensures that the sensitive information 

within the data is hidden, making it unintelligible to unauthorized entities thus ensuring the confidentiality and 

integrity of the data. 
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Let us consider the random number ‘𝑅’ and perform the encryption as given below, 

𝐸𝑛(𝐷𝑠) =  𝑅 𝜏 𝐺𝐷𝑠 𝑚𝑜𝑑 𝑁  (19) 

Where, 𝐸(𝐷𝑝) denotes an encrypted data packet (i.e. ciphertext), 𝜏 is the product of 𝑎 and 𝑏,  𝐺 denotes a 

random generator, 𝐷𝑠 denotes a data samples, 𝑀 denotes a product two large prime numbers 𝑢 𝑎𝑛𝑑 𝑣.  Finally, the 

sender node sends the encrypted data samples to the receiver in the form of ciphertext to avoid unauthorized access.  

  3.3.3 Data decryption   

  In cryptographic system, the decryption process is the reverse of encryption. The main aim is to convert the 

ciphertext (the encrypted data) back into its original form, known as plaintext.   

𝐷𝑠𝑖 = 𝐷𝑠 𝑚𝑜𝑑 𝑝𝑖     (20) 

 From (13), the original data sample ‘𝐷𝑠𝑖’ is obtained at the receiver end. Finally, the plain text is received 

in a secure manner. In this way, the secure data transmission from sender to receiver is effectively performed to 

enhance the data confidentiality. The algorithmic process of    Pseudo Randomized Contextual Naccache–Stern 

Cryptosystem is clearly described as given below, 

// Algorithm 2:  Pseudo Randomized Contextual Naccache–Stern Cryptosystem 

Input: Number of normal data samples  𝐷𝑠1, 𝐷𝑠2, 𝐷𝑠3 … 𝐷𝑠𝑘 ,  

Output: Increase the data confidentiality     

Begin 

// key generation  

1.   For each 𝐷𝑠𝑖  transmission 

2.        Generate Contextual keys using (14) (15) 

3.   End for  

 // Encryption  

4.   Sender transmit  𝐷𝑠 to receiver  

5.   Sender  Encrypt the data  ‘ 𝐸𝑛(𝐷𝑠)’  using (19)  

6.   Obtain the ciphertext 

7.   Send to receiver ‘𝑅’ 

   // Decryption  

8. If the receiver is an authentic node  then 

9.     Decrypt the data with the private key using (20) 

10.     Obtain the original ‘𝐷𝑠’ 

11.     End  if 

End  

  Algorithm 2 describes a Pseudo Randomized Contextual Naccache–Stern Cryptosystem designed to 

enhance secure data transmission from the sender to the receiver in wireless networks. First, the Pseudo Randomized 

Contextual key generation process is employed to generate the private and public keys for secure data transmission. 

Following this, the sender performs encryption using the receiver's public key and sends the data samples in the 

form of ciphertext. The authorized receiver then performs decryption to obtain the original text. This process 

achieves a higher level of security in wireless networks during data transmission. 

 

4. Experimental setup   

 Experimental evaluations of the proposed QRELM-CNSC method and existing methods, namely BbAB-

RNN [1] and WCSO-QNN and ECC [2] are implemented using python language and UNSW_NB15 Dataset from 

Kaggle https://www.kaggle.com/datasets/mrwellsdavid/unsw-nb15.   To conduct the experiment, the UNSW_NB15 

dataset is utilized to distinguish between normal activities and potential attacks. This dataset comprises various CSV 

https://www.kaggle.com/datasets/mrwellsdavid/unsw-nb15
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files, with the training.csv files selected for experimentation. The CSV files contain 175,341 records or data 

samples, encompassing 45 features or attributes. The last two columns in the dataset denote the attack category and 

label for each data sample. Each row is categorized and labeled as either a normal record or indicative of an attack. 

Before proceeding with data classification, significant features are selected to reduce complexity.. 

 

5. Performance Results and Comparisons   

 In this section, performance analysis of the proposed QRELM-CNSC method and existing methods, 

namely BbAB-RNN [1] and WCSO-QNN and ECC [2] are analyzed using various parameters, including attack 

detection accuracy, precision, recall,   measure, data confidentiality rate and attack detection time. The performance 

results are presented through tabular data and graphical representations for comparison. 

Attack detection accuracy: It is referred to as ratio of the number of data samples that are correctly classified as 

attacks or normal to the total number of data samples. It is measured as follows,  

  𝐴𝐷𝐴 = (
   𝑇𝑝+ 𝑇𝑛

 𝑇𝑝+𝐹𝑝+ 𝑇𝑛+𝐹𝑛
) ∗ 100        (21) 

 Where 𝐴𝐷𝐴 denotes a attack detection  accuracy,  𝑇𝑝 indicates a true positive, 𝐹𝑝 denotes a false positive, 

 𝑇𝑛 𝑖ndicates the true negative, 𝐹𝑛 represents the false negative. The accuracy is measured in terms of percentage 

(%).  

Precision: it is a metric used to evaluate the performance of a attack detection in binary classification tasks. It is 

mathematically computed as follows,    

  𝑃𝐶 = (
   𝑇𝑝

 𝑇𝑝+𝐹𝑝
)         (22) 

 Where 𝑃𝐶 denotes a precision,  𝑇𝑝 indicates a true positive, 𝐹𝑝 denotes a false positive.   

Recall, also known as sensitivity, is used to assess the performance of a classification model. It measures the 

proportion of true positive predictions out of all actual true positives and false negatives. 

  𝑅𝐿 = (
   𝑇𝑝

 𝑇𝑝+𝐹𝑛
)         (23) 

  Where 𝑅𝐿 denotes a recall,  𝑇𝑝 indicates a true positive, 𝐹𝑛 denotes a false negative 

F- measure: It is also called as F1 score that combines precision and recall into a single value to provide a balanced 

evaluation of a model’s performance. It is the harmonic mean of precision and recall. 

𝐹 𝑀 = 2 ∗ (
 𝑃𝐶∗𝑅𝐿

𝑃𝐶+𝑅𝐿
)    (24) 

Where, 𝐹 𝑀 denotes a F- measure, 𝑃𝐶 denotes a precision, 𝑅𝐿 denotes a recall 

Attack detection time: It is measured as the amount of time taken by algorithm for attack detection. It is calculated 

as follows,  

𝐴𝐷𝑇 = ∑ 𝐷𝑠𝑖
𝑛
i=1 ∗ 𝑇𝑀  [𝐶𝐷𝑠]   (25) 

Where, 𝐴𝐷𝑇 indicates the attack detection time, 𝑇𝑀  [𝐶𝐷𝑆] indicates a time for classifying single data 

samples ‘𝐷𝑠’. The overall time is measured in terms of milliseconds (ms).  

Data confidentiality rate: It is measured as the ratio of the number of data samples are preserved from the 

unauthorized access during the data transmission.  

𝐷𝐶𝑅 = ∑ (
 𝑃𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑑 𝐷𝑠𝑖

𝐷𝑠𝑖
)𝑛

i=1     (26) 

Where,  𝐷𝐶𝑅denotes a data confidentiality rate, 𝑃𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑑 𝐷𝑠𝑖denotes a number of data samples preserved. Data 

confidentiality rate is measured in percentage (%).  
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Table 1 attack detection accuracy versus number of data samples 

Number of  data 

samples  

Attack detection accuracy (%) 

QRELM-CNSC BbAB-RNN WCSO-QNN and 

ECC 

10000 95.5 91 89 

20000 95.89 90.56 89.14 

30000 96.56 91.05 88.05 

40000 95.78 91.48 89.05 

50000 95 91.89 89.45 

60000 95.05 90.05 88.05 

70000 96.45 91.36 89.74 

80000 95.74 91.22 88.45 

90000 96.78 90.45 89.05 

100000 95.25 91.78 89.11 

 

 
Figure 3 graphical results of attack detection accuracy 

 Figure 3 illustrates graphical results of attack detection accuracy versus the number of data samples, 

ranging from 10000 to 100000 collected from the dataset. The numbers of data samples are taken in horizontal axis 

and the accuracy was observed on the vertical axis. The graphically analyzed result illustrates that the accuracy of 

QRELM-CNSC was observed to be higher compared to existing methods BbAB-RNN [1] and WCSO-QNN and 

ECC [2]. Let us consider first iteration involving 10000 samples from dataset, the accuracy using the QRELM-

CNSC model was found to be 95.5%. Subsequently, 91% and 89% of accuracy were observed by applying [1] and 

[2], respectively. Multiple runs were carried out for each method with various numbers of input data samples. The 

performance outcomes of QRELM-CNSC were compared to the results of existing methods. The overall comparison 

result indicates that the QRELM-CNSC model increased accuracy by 5% compared to [1] and 8% compared to [2] 
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by applying a respectively. This is due to the Quantile Regressive Sequential Extreme Learning Machine classifier, 

which aims to achieve higher classification accuracy. The Quantile Regression analyzes the data samples and 

applies the sigmoid activation function to classify them as either attacks or normal instances, resulting in enhanced 

accuracy. 

Table 2 precision versus number of data samples  

Number of  data 

samples  

Precision  

QRELM-CNSC BbAB-RNN WCSO-QNN and 

ECC 

10000 0.964 0.929 0.915 

20000 0.963 0.925 0.907 

30000 0.958 0.916 0.896 

40000 0.948 0.928 0.905 

50000 0.958 0.932 0.911 

60000 0.957 0.922 0.905 

70000 0.965 0.927 0.911 

80000 0.955 0.915 0.906 

90000 0.968 0.927 0.902 

100000 0.961 0.924 0.911 

 

 
Figure 4 graphical results of precision  

Figure 4 illustrates graphical results of precision in attack detection versus the number of data samples 

taken in the range from 10000 to 100000. The graph depicts the number of input samples on the 'x' axis and the 

precision performance observed on the 'y' axis. Among the three methods, QRELM-CNSC demonstrates the 

improved precision performance compared to the other two existing methods [1] [2]. This improvement is achieved 

due to the analysis of selected relevant features by applying the Quantile regression contribute to minimize false 
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positives and increase the true positives results. On average, the comparison of ten results reveals that the precision 

performance of QRELM-CNSC was increased by 4% compared to [1] and 6% compared to [2].  

Table 3 recall versus number of data samples 

Number of  data 

samples  

Recall   

QRELM-CNSC BbAB-RNN WCSO-QNN and 

ECC 

10000 0.971 0.942 0.928 

20000 0.965 0.936 0.918 

30000 0.974 0.933 0.914 

40000 0.962 0.925 0.905 

50000 0.957 0.928 0.907 

60000 0.968 0.933 0.912 

70000 0.963 0.924 0.907 

80000 0.975 0.938 0.916 

90000 0.978 0.941 0.924 

100000 0.97 0.933 0.92 

 

 
Figure 5 graphical results of recall   

Figure 5 shows the graphical outcomes of recall against the number of data samples, ranging from 10000 to 

100000 taken from two datasets. To calculate recall, three methods were employed namely QRELM-CNSC, the 

existing BbAB-RNN [1] and WCSO-QNN and ECC [2]. The horizontal axis indicates the number of data samples, 

while the vertical axis indicates recall. The experimental results demonstrate that the QRELM-CNSC achieved 

improved recall compared to the other two existing methods. For each method, a variety of results were observed 

with different counts of data samples. The observed results of the QRELM-CNSC were compared with the existing 

techniques. The overall comparison shows that the performance of recall using QRELM-CNSC in accurately 

predicting the attack detection is enhanced by 4% compared to [1] and 6% compared to [2] respectively. The 

extreme learning machine classifier employed in the QRELM-CNSC minimizes the false negative rates and 

increases true positive rate in classifying normal and attack. 
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Table 4 F measure versus number of data samples 

Number of  data 

samples  

F measure   

QRELM-CNSC BbAB-RNN WCSO-QNN and 

ECC 

10000 0.967 0.935 0.921 

20000 0.963 0.930 0.912 

30000 0.965 0.924 0.904 

40000 0.954 0.926 0.905 

50000 0.957 0.93 0.909 

60000 0.962 0.927 0.908 

70000 0.963 0.925 0.909 

80000 0.964 0.926 0.910 

90000 0.972 0.933 0.912 

100000 0.965 0.928 0.915 

 

 
Figure 6 graphical results of F measure    

Figures 6 demonstrate the performance outcomes of the F measure with respect to different number of data 

samples ranged from 10000 to 100000. According to the observed results, the proposed QRELM-CNSC 

demonstrated improved performance of F measure in attack detection compared to existing models. Ten outcomes 

were obtained for each method. The results of the QRELM-CNSC were then compared to existing methods. The 

average of the ten comparisons illustrates that the F measure using the QRELM-CNSC improved by 4% and 6% 

compared to [1] and [2], respectively. This is because of the QRELM-CNSC enhances the performance of the both 

precision and recall in the attack classification.  
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Table 5 attack detection time versus number of data samples 

Number of  data 

samples  

Attack detection time (ms)     

QRELM-CNSC BbAB-RNN WCSO-QNN and 

ECC 

10000 36 48 57 

20000 44 55.5 64.5 

30000 56.9 66.5 72.4 

40000 63 75.7 85.4 

50000 75.8 88 93.6 

60000 84 93.5 102 

70000 95 107.3 118.6 

80000 103.5 117.8 122.4 

90000 117.5 125.6 130.5 

100000 128.7 136.5 145.9 

 

 
Figure 7 graphical results of attack detection time 

 Figure 7 depicts the performance of graphical illustration of attack detection time versus the number of 

data samples ranges from 10000 to 100000. The graphical results show that the attack detection time for all three 

methods gradually increases with the number of data samples. Specifically, the attack detection time for the 

QRELM-CNSC is considerably minimized compared to the existing methods [1] and [2]. In the first iteration with 

10000 samples, the attack detection time for the QRELM-CNSC was found to be 36 ms, while the time consumption 

for [1] and [2] was 48 ms and 57 ms, respectively. The results obtained from the QRELM-CNSC   were then 

compared to the existing methods. The average of ten comparison results shows that the attack detection time of the 

QRELM-CNSC is considerably minimized by 14% and 21% when compared to the existing methods [1] and [2].  

This reduction is achieved through the application of Camargo's Index Targeted Projection Pursuit model, which 

selects significant features from the dataset. Using these selected features, attack detection is performed to minimize 

time consumption 
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Table 6 Data confidentiality rate versus number of data samples 

Number of  data 

samples  

Data confidentiality rate (%)       

QRELM-CNSC BbAB-RNN WCSO-QNN and 

ECC 

10000 98.18 94.81 92.31 

20000 97.89 94.56 91.05 

30000 97.12 93.25 90.05 

40000 98 93.45 91.65 

50000 98.44 94.05 91.45 

60000 97.32 93.23 91.06 

70000 98.32 94.78 91.33 

80000 97.05 93.65 91 

90000 98.22 94.89 92.65 

100000 97.56 93.56 91.47 

 

 
Figure 8 graphical results of data confidentiality rate   

Figure 8 describe the results of the data confidentiality rate of three methods QRELM-CNSC, the existing 

BbAB-RNN [1] and WCSO-QNN and ECC [2] with respect to the number of data samples. In order to prove the 

efficiency of the proposed QRELM-CNSC, the comparison is performed with existing methods. During the 

experimental scenario, the number of data samples is considered in the ranges from 10000 to 100000. From the 

simulation conducted for 10000 samples and the data confidentiality rate of the QRELM-CNSC was found to be 

98.18%. Similarly data confidentiality rate of existing [1] [2] was observed to be 94.81% and 92.31% using [1] [2] 

respectively.  Ten results of data confidentiality rate are obtained and compared. The overall comparison result 

demonstrates that the accuracy of the QRELM-CNSC is higher than the other two related schemes. The average of 

ten results illustrates that the data confidentiality rate is increased by 4% and 7% using the QRELM-CNSC when 

compared to two related works [1] [2].   This statistical improvement is achieved by applying the Pseudo 

Randomized Contextual Naccache–Stern Cryptosystem to enhance secure data transmission in wireless networks. 

First, the Pseudo Randomized Contextual key generation process is employed to generate the private and public 

keys. Then, the encryption process is carried out, transmitting the data samples as ciphertext. The authorized entity 
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performs decryption to retrieve the original text. This process ensures a higher level of data confidentiality during 

transmission in wireless networks. 

 

6. Conclusion  

 Secure data transfer is an essential requirement for Intrusion Detection Systems (IDS) in wireless networks 

due to their distributed and dynamic nature. Wireless networks rely on interconnected nodes to communicate, 

making them vulnerable to various security threats, including a variety of attacks. To address this issue, the 

proposed QRELM-CNSC model ensures accurate intrusion detection and data security in a wireless network 

environment. The Quantile Regressive Sequential Extreme Learning Machine classifier is employed for precise 

attack detection. The Camargo's Index Targeted Projection Pursuit model reduces attack detection time by selecting 

significant features from the dataset. Using these selected features, the Quantile Regression classifies data samples 

as either normal or attack. Sensitive normal data samples are then securely transmitted using the Pseudo 

Randomized Contextual Naccache–Stern Cryptosystem to achieve a higher data confidentiality rate. A 

comprehensive experimental assessment was conducted using various performance metrics, including attack 

detection accuracy, precision, recall, F-measure, attack detection time, and data confidentiality rate across different 

data samples. The results show that the proposed QRELM-CNSC significantly improves the accuracy of attack 

detection and data confidentiality rate, while reducing time consumption, compared to conventional methods.  
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