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Abstract:- Malware identification and classification are receiving greater attention these days as a result of the
growing number of attacks on financial and industrial networks. Malware categorization is very tough owing to
the exponential increase in the quantity and variety of dangerous files. To have a strong malware defence and
post-attack recovery mechanism in place, hostile files must be classified based on their goal, activity, and danger.
Malware categorization is an undivided issue that is theoretically NP hard because to the NP hardness of the
halting problem. However, as malware has gotten more sophisticated and complicated, traditional tactics have
proven more useless. In this paper, we introduced a unique malware classification approach based on
convolutional neural networks. CNN had a slightly higher accuracy of 89.7 percent, and when these two were
combined (CNN+LSTM), we achieved an accuracy of 92.01 percent.
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1. Introduction

The internet has now become an important and unavoidable aspect of everyone's life. People utilise the internet
for a variety of reasons, including social networking, banking, communication, shopping, and so on. Computers
and the Internet are becoming more common and indispensable in everyday life. Malware (short for malicious
software) is one of the most serious Internet risks. Malware is an abbreviation for malicious software that is
designed to do damage. It is described as specifically created programmes designed to execute destructive
operations. Malware assaults are becoming one of the most serious dangers to computer security. Malware assaults
may impair a person's or organization's daily usage of computer systems, steal personal or secret information,
damage data, or irritate users. Malware is divided into families, and the behaviour of malware in one family varies
from that of malware in another. Finding the most effective malware detection method has become a key challenge
in cyber security. Malware categorization is a critical and difficult subject in information security. Machine
learning models, which may be trained on characteristics such as opcode sequences, API calls, and byte n-grams,
among others, are used in modern malware classification approaches. Many machine learning algorithms have
been presented to address the aforementioned issues [1-5]. Machine learning techniques, as opposed to signature-
based methods, try to construct a data-driven model for malware identification based on given characteristics.
Malware writers use a range of tactics and strategies when building code to mask their identity. As a consequence,
the most difficult component is identifying the malware family or kind. Traditional antivirus software has a
difficult time keeping up with the vast amount of malware that arises every day. To address this issue, computer
scientists and antivirus corporations have started to use machine learning models. To recognise malicious
software, academic researchers and developers have developed machine learning classifiers such as neural
networks and logistic regression [6—7].

In recent decades, cloud-based applications have become more popular in a variety of application domains for a
wide range of objectives involving a large number of human activities. Unfortunately, the number of cyber-attacks
against cloud systems is rising on a daily basis. However, despite improvements in Artificial Intelligence research
allowing for the resolution of many parts of the issue, malware categorization jobs remain difficult. A range of
antimalware programmes, such as McAfee and Kingsoft, are available to protect users against the impacts of
malware [8]. This anti-malware programme offers a security mechanism by detecting malware using signature-
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based approaches [9]-[10]. There is a database in this approach that holds a certain signature formed by malware,
therefore if an application contains that signature, it is identified as malware. However, it may modify its
behaviour after a few minutes, causing the signature to change and no longer match, in which case it is classified
as innocuous even though it is malware. To acquire control, attackers might modify the packaging of malware.
This is a shortcoming of signature-based techniques [11]. Heuristic approaches are presented to work, which are
based on simple guidelines offered by security specialists. However, if such procedures are carried out manually,
they are unlikely to equal the pace of malware preparation [12]. To address this issue, there is a growing trend of
employing automated malware categorization algorithms. To address this issue, there is a strong movement toward
creating automated malware categorization techniques based on deep learning algorithms. These devices can
identify unknown malware as well as known malware. The detection system is divided into two parts: feature
extraction, which is the most significant, and classification, which is the second. The main objective for this study
is to use deep learning technology in conjunction with the self-attention mechanism to capture rich context and
semantic information. The following are the primary contributions of this work:

o We suggested a byte-level CNN-LSTM model to investigate relevant aspects in binary executables' one-
dimensional structure. The experimental findings suggest that our CNNLSTM model can produce promising
outcomes by reducing bit/byte-level sequences to lower sizes.

o We presented a bit-level CNN-LSTM mode in addition to the byte-level 1D CNN model by expanding bytes
into bits from byte sequences. Our investigations suggest that we can improve performance by augmenting the
information from the byte sequences using bit expansion.

o In terms of the number of multiply-add operations, our suggested CNN-LSTM achieves better or equivalent
outcomes with less computational cost than CNNS.

o Our trials give thorough experimental data for CNN-LSTM models with various resizing lengths. The findings
might serve as a reference for future CNN-LSTM-based malware classification systems that use alternative
scaling lengths. The remainder of the paper is structured as follows: Section Il reviews comparable work, and
Section |11 explains our methodology. Section IV describes our empirical evaluation benchmarking platform
and dataset, as well as insights into the outcomes gained. Section V summarises the article and suggests future
research.

2. Obijectives

The primary objective of the research is to Model hyperparameter tuning reveals best-practice parameters, and
the ensemble confusion matrix delves into classification efficacy. The research also aims to analyze comparing
the proposed approach to current methods show that it is superior at detecting malware. Finally, the research work

Proposes suggestions for a safe environment to deploy the model and for frequent updates to address shifting
cybersecurity threats.

3. Methods

A convolutional neural network (CNN), on the other hand, is intended to cope with local structure. When
substantial information is not local, a convolutional layer cannot be expected to perform effectively. Because of
the smaller amount of weights, CNNs can train convolutional layers significantly more effectively than fully
connected layers.
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Fig.1 Architecture of CNN
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Long-term memory (LSTM) networks are a kind of RNN architecture that is intended to cope with longterm
dependencies. That is, LSTM can cope with long "gaps" between the emergence of a feature and the moment at
which the model requires it. Due to vanishing gradients, this is often not achievable with simple vanilla RNNs.
The primary distinction between an LSTM and a typical vanilla RNN is that an LSTM has an extra information
flow channel. In other words, in addition to the concealed state, there is a cell state that may be utilised to
effectively retain information from earlier phases. During backpropagation, the cell state is intended to act as a
gradient "highway." In this manner, the gradient may "flow" considerably farther back with less risk of
disappearing (or exploding) along the way. As an aside, the LSTM architecture is one of the most commercially
effective learning approaches ever invented.
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Fig.2 LSTM architecture

LSTMs are used in a variety of applications, including Google Allo [18], Google Translate [19], Apple's Siri [20],
and Amazon Alexa [21]. BiLSTM models are LSTM extensions that analyse data in both forward and backward
directions in two independent LSTM layers.
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Fig. 3 Bi-LSTM

The forward layer processes the input similarly to a regular LSTM, whereas the backward layer processes the
same data in reverse order [22]. The initial layer and the point of entry into a neural network is the input layer.

¢ Dropout Layer: During training, it adds chaos to the network by randomly breaking the amount of connections
between neurons from one layer to the next. Overfitting is decreased as a result, enabling models to generalise
more effectively. This usually results in increased model correctness throughout assessment.

o LSTM Layer: Implements a single LSTM layer with all forward and backward propagation techniques

o A wrapper layer that enables RNN layers to construct bidirectional models. Instead of building two distinct
RNN layers for forward and backward direction and concatenating the results, the bidirectional wrapper layer
performs it all in one layer.
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o Dense Layer: A single fully linked vanilla neural network layer is implemented.
o Embedding Layer: This layer is in charge of converting positive integers into vectors of floating point values.
e Convl1D Layer: A one-dimensional implementation of the convolutional neural network layer.

e MaxPoolinglD Layer: This layer implements the maximum pooling operation in a single dimension.
Algorithm 1 depicts the pseudo-code for constructing this design. It is simple to translate such pseudo code
into real implementation using high-level domain-specific deep learning technologies like Keras. In practise,
fine-tuning the model parameters is even more difficult and time intensive.

Algorithm 1: Hybrid Classification Component
Steps:

Add Embedding to Input Layer

CNN applied to Embedding Layer
LSTM applied to the input

Dropout applied to LSTM

Dense Layer adder to dropout

Activation Layer applied to dense

Train using RNN

© N o g ~ w D

Testing of model

The overall workflow of the model is described in Fig.4.

Dropout

——> Forward Layer |-Embedding»{ CNN LSTM

4— Training Activation Layer Dense Layer

Fig. 4 Overall workflow of the model

4. Results

In this part, we assess the efficacy of our proposed framework on the formention dataset. We begin by introducing
the dataset and the statistical outcomes of preprocessed samples. The model is then trained to assess the results
after we display the training settings. Furthermore, several assessment criteria are presented. Finally, we provide
the experimental findings in detail in comparison to a previous study baseline. As previously stated, this study
makes use of a publicly accessible dataset released on Kaggle by Microsoft for the Malware Classification
Challenge (BIG 2015) [23]. Anti-malware industry professionals have classified this information into nine distinct
groupings. The competition on Kaggle includes different training and assessment datasets. The performance of
our approach is evaluated exclusively by conducting hold-out validation on the Kaggle training dataset. The graph
depicts performance variances in terms of the F1-score measure for several models under 30 repetitions. We can
observe that at 80% of training data amount, performance variance (with 20% test set) is quite little. We were able
to obtain more than 97 percent accuracy with 99 percent sensitivity, 95 percent specificity, and 97 percent
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precision. Other models may attain an accuracy of approximately 90% with a sensitivity of 96 percent, specificity
of 80%, and precision of 92 percent in certain repetitions.
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Fig.3 Comparison of accuracy
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Fig. 5 Comparison of Specificity
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Fig.6 Comparison of Precision
5. Discussion

We developed a system and approach for benchmarking malware classification using deep neural networks in this
study. The results clearly show that extracting features using CNN and classification with LSTM delivers the best
performance for Malware classification. When just compiled files are used to categorise malware programmes,
an accuracy of 97.4 percent is attained. A innovative strategy for categorising assembly files using a basic LSTM
network is provided in this study. Furthermore, suggested methodologies avoid the need of domain-specific
techniques such as feature engineering, reverse engineering, disassembly, and others previously employed for
malware classification.
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