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Abstract: In this paper, Explainable AI methods have been presented for transparent decision-making in medical 

field analysis scenarios. It has used three different explainable methods and applied those in the data set of 

medical images with an aim to enhance the decision-making comprehensiveness given by the CNN 

(“Convolutional Neural Network”). It has used two ML(Machine Learning) methods such as LIME (“Local 

Interpretable Model-Agnostic Explanation”) and SHAP (“SHapley Additive exPlanations”) with an alternative 

approach of explanation, the CIU (“Contextual Importance and Utility”) method. Furthermore, it has assessed 

explanations by evaluation of the human and conducted user studies built on explanations by SHAP, CIU and 

LIME. A set of tests have been carried out in the setting of a web-related survey and stated the understanding 

and explanation of the explanations. It has also quantitatively analysed three groups of users where (n=20,20,20) 

with three diverse explanation forms. It has also identified notable differences in the decision-making of humans 

between various settings of explanation support. 
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Introduction  

In conventional diagnostics, this paper captured some images of possible lesions checked in a medical setting by 

one of the doctors. This approach has been time-consuming and dependent on the doctors’s attention, examined 

for thousand times. AI and deep learning have been used to extract the data from several images and interest in 

the field has been growing in finance, forensics, education, scientific research and medical diagnostics. The use 

of CNN network has been used to produce higher accuracy results with comparison to standard approaches. 

Through the utilisation of ML techniques, the method of lesion detection has been automated with accuracy. 

The use of XAI (Explainable Artificial Intelligence) can be helpful to foster trust and transparency [1]. It can be 

helpful to clarify all the decisions initiated by black-box model to establish it intuitive for humans. The below 

figure has diagnosed additional explanations and the way it can enhance the truthfulness of these methods. This 

paper has used two ML(Machine Learning) methods such as LIME (“Local Interpretable Model-Agnostic 

Explanation”) and SHAP (“SHapley Additive exPlanations”) with an alternative approach of explanation, the 

CIU (“Contextual Importance and Utility”) method. Furthermore, it has assessed explanations by evaluation of 

the human and conducted user studies built on explanations by three models.   

Background  

Methods of  Explainable AI have been developed to achieve high transparency to produce AI system 

explanations. It has investigated various approaches to interpreting autonomous systems and making it 

understandable to all humans [2]. It has helped to evaluate the limitations and strengths of the ML model and 

facilitate understandability. It has used one approach such as an explanation of post hoc to extract useful data on 

the process of black-box model. The main goal of the XAI model has been creating explainable models to 

maintain strong learning efficiency. The picture below has discussed the basic concept of the XAI as it 

contributes to responsible AI.  

   Decoding AI: Transparent Models for
       Understandable Decision-Making
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XAI methods  

LIME  

The LIME (“Local Interpretable Model-Agnostic Explanation”) model has been developed to help its users by 

establishing explanations for the decisions of the black-box model in some instances [3]. The explanation of 

LIME has been based on the behaviour of the classifier models and that can be decision tree or linear regression, 

identified in the equation.  

In this model, x has been used as instance being and its explanation has been considered the fidelity term 

maximisation. f  has represented the model of black-box and it has explained by an explainer and represented by 

the sign g. It has tried to match all information in the vicinity prediction that must be explained.  

 

SHAP 

This paper has used the SHAP model to generate the AI explanations and examined the Deep Explainer and 

Gradient Explainer of SHAP. The algorithm of Karnel SHAP has been chosen to estimate the SHAP values and 

it provided the best outcomes despite being slow [4]. The SHAP model has been used to explain predictions and 

it use the coalitions concept to computer the features of Shapley Value for predicting (x) by the model of Black-

box ( f ). It has calculated marginal contribution and it has been stated in the below picture.    

 

CIU 
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This paper has explained the method of CIU built on the utility of the feature which has been useful for future 

prediction [5]. This model has used two essential evaluation methods and one of them is the model of 

Contextual Importance and the other one is the contextual utility. The model of CIU is different from SHAP and 

LIME as it does not use the model of an intermediate surrogate to make linearity assumptions. The Contextual 

Utility and the contextual Importance have been used to generate the interpretation and explanation built on the 

features of the set of data. The below picture has described the mathematical calculations of CU and CI,  

 

Here the CI has provided the inputs (i) for a specific output (j) in the C. context.absmaxis considered the 

maximum value for the possible output and it absmin has been considered the minimum value for the possible 

output.  

Methodology 

“The Image Data Set”  has been considered in this paper by the use of Video Capsule Endoscopy (VCE) to 

visualise the entire gastro tract of the patients. The main aim of this process is to identify red lesions segments in 

a small bowel, a key organ where bleeding occurs from unknown reaseons. More then 3200 images have been 

available in the data set of this Endoscopy process. This paper has aimed at 3200 images and among them, only 

10% has been used for testing and the rest for training [6]. 

It has also discussed the implementation process of the Black-Box Model  and it has split the labels and data 

into the validation sets and training which are assigned randomly. These images have represented the situation 

in the medical application, shown below figure and it has included both non-bleeding and bleeding examples. 

All the 3200 pictures have been resized to pixels of 150 * 150 for accurate and faster communication [7]. It has 

achieved an accuracy of more than 98% in the validation. It has trained the CNN model built on labels and these 

were created utilising the annotated images of respiratory as the reference point.  

 

 



Tuijin Jishu/Journal of Propulsion Technology 
ISSN: 1001-4055 
Vol. 45 No. 1 (2020) 
________________________________________________________________________ 
 

57 
 

 

This paper has included setting without the explanations to use the explainable AI methods. It has decided to 

utilise three different methods such as LIME model, SHAP model and CIU model [8]. The implementation of 

SHAP and LIME methods that has been done on Triton computing and on the other hand, the explanations of 

CIU were generated by the application of RStudio. In the below picture, it has describe the explanation of LIME 

model and marks the field contributing to non-bleeding scenarios [9].  

Design of user study 

This paper has used the explianble AI algorithm to generalise it and invited users in the place of medical 

profesionals. The the users have completed a line of tests in the web-related survey and showcased the 

experience of the users. Itahs gathered users from the academic environment and it has collected the information 

from 60 usrers (n=60), 20 usrs in each group [10]. It has performed test from 20 users without any explanation 

with the support of LIME explanation, it has also performed test from 20 years without any explalantion with 

the support of SHAP explanation and rest tests have been conducted with 20 users with the support of CIU 

model [11]. 

 

 

 

Models 

 

 

 

Total  

Gender Degree XAI Understanding  

Female  Male  PhD  

Degree 

Master’s  

Degree 

Bachelor

’s Degree 

Yes No 

LIME 20 6  14 3 12 5 12 8 

SHAP 20 7  13 6 12 2 8 12 

CIU 20 7 13 5 9 6 9 11 
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Table 1: Demographics of study participants 

Analysis and result  

This paper has compared the time required the to initiate the explanations and the performances at the time of 

generating explanations with those three explainable AI methods. The model of LIME needed 11seconds per 

image and more than 5 minutes and it also needs 20 seconds for around 28 images with the sample_numb equals 

to 2500 and features_number equals to 10. It has needed around one hour and 45 minutes to generate all the 

exoalnations on the validation pictures (354). The application of SHAP needed more approximately 10 seconds 

per pictures andapproximately 4 min and 35 seconds for around 28 pictures with the sample-numbers equals to 

3000 [12]. Likewise, the CIU model needs 8.5 seconds for in image, approximately 4 minutes for 28 pictures, 

and near by 1 hour and 18 minutes for those 354 images.  

  LIME SHAP CIU 

 

Time Comparison 

1 Picture 11.4 s 9.8 s 8.5 s 

354 pictures 1 h 45 min 1 h 30 min 1 h 18 min 

28 pictures  5 min 20 s 

 

4 min 30s  

 

4 min 

 

Table 2: Time Comparison 

Quantitative analysis 

This paper has used statistics to assess the data and exploratory statistics after composing three different user 

groups; LIME, SHAP and CIU explanations [13]. It has first examined the information from the setting of three 

user and investigated the dberseness between medians and means of the human decision-making.  

 Measures Lime User Study 

  With Explanation  Without Explanation  

Correct  Median  14.5 15.00 

Mean  13.15 12.90    

Incorrect  Mean  1.80 2.05 

Median  1.50 1.00 

 

Table 3: LIME users mean and median value 

 Measures SHAP User Study 

  With Explanation  Without Explanation  

Correct  Median 15.00  14.00 

Mean   12.40   13.05 

Incorrect  Mean  2.60 1.85 
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Median  1.00 2.00 

Table 4: SHAP users mean and median value 

 Measures CIU User Study 

  Without Explanation  With Explanation  

Correct  Mean    14.30 15.90 

Median   13.00 16.00 

Incorrect  Mean   1.70 1.00 

Median    2.00 0.00 

 

Table 5: CIU users mean and median value 

 Measure LIME SHAP CIU 

Correct Explanations and incorrect 

Explanations  

Mean  8.55 8.65 10.35 

 Median 9.50 9.50 11.00 

 

Table 6: Correct Explanations and incorrect Explanations 

Table 3-5 has shown the mean data and median data of the incorrect and correct decisions for every explanation 

type as the setting of non-explanation for all the three user examinations. It has faced notable differences in the 

mean and media valus of user decision-making procedure [14] Table 6 has shown differences in the relation 

means in the understanding of users explanations built on incorrect explanations derived fro the correct ones. 

  

Discussion  

This paper has assessed notable diversity in the decision-making of he human between three user groups worked 

with diverse methods of explanation support [15]. The results in the paper has suggested that the model of CIU 

has been more essential to the users to establish the correct decisions thn other two SHAP and LIME models. It 

can be concluded from the result section that the explanations of the CIU generated model were more clear to 

the selected users and it provided strong support in the process of decision-making [16]. It can also be stated 

from the results that the users have supported the CIU explanation as it takes small time to finish the user study 

in comparison with SHAP and LIME explanation. The results in the paper also shown insight about the 

questions concerning the utilisation of the XAI methods. In the two studies out of three examinations, it can be 

sated the users performed exceptionally with the support of the explanation [17]. The method of SHAP has 

provided low correct answers in comparison with others relatively.  
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Limitation and future work  

Limitation  

This paper has many limitations though it has provided the evaluation of AI methods to support the decision-

making process of humans in the medical domain.  

● The focus of the present study has been limited to the angle medical set of data. The present utilisation of 

explanation support has mainly focused on complex cases in the medical field for various diagnoses [18].  

● It needs to expand the present scope and apply the explanatory data in real-life circumstances, it can use the 

information in the scenarios of the real world and it can facilitate the practical application.  

Future work 

● Improvement of the methods can generalise the provided explanations by using diverse medical set of data and 

it can provide greater support for the medical experts.  

● The participant number in the paper has been limited to 60 and it should test the methods with more number of 

users to produce more accurate statistical test outcomes [19].  

Conclusion   

From the above discussion it can be concluded that it has explained the use of three diverse explainable method 

and how it can be obscured to diverse data set of medical domain and provide significant support in decision-

making in the medical field. It has discussed SHAP, LIME and CIU explainable AI methods to suggest the 

notable diversification in decision-making of humans, with the CIU method shown as the best support for 

decision-making [20]. It has used application-related evaluation and a clear idea of how to apply it in the 

processing of medical images. It has also discussed the limitations of the paper as well as its future 

recommendations.  
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