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Abstract 

 Monitoring trails can be used to identify faults in any wireless network connection. The problem with such 

systems is that it is frequently impossible to differentiate links based on their expected conditions in various 

network topologies. Random linear network coding (RLNC), delivers compression as needed in each specific 

network by operating decentralize dly and tolerating network changes or link failures, naturally generalising 

error exponents. We employ RLNC to investigate the impact of link failure conditions on QoS measures such 

as latency, congestion, and loss rates. The results of the studies demonstrate that the QoS parameters are not 

severely impacted even in the event of link failure. 

Keywords: Finite Field, random linear network coding (RLNC), link failure. 

 

1. Introduction 

 

The optimised use of system resources is one of the primary concerns when designing any network[18].Ensuring 

robust and reliable communication is critical to the success of any communication network. A network 

administrator's main challenge is to  promptly identify and fix link faults and node failures[19].The complexity of 

contemporary gatherings, which necessitate regular QoS guarantees (such as online gaming, video conferencing, 

etc.), has increased the necessity for accurate and timely network monitoring technologies. This makes it simpler 

for network engineers and Internet service providers (ISPs) to monitor network performance. The phrase "network 

tomography" was first used by Vardi [1] to refer to a collection of techniques for determining internal link 

properties and evaluating connection congestion conditions. Numerous critical network components, including 

loss rate, delay distribution, bandwidth availability, and origin-destination traffic, must be understood and taken 

into account.However, only a few of these characteristics, such as origin-destination traffic, may be obtained 

directly from network hardware (like switches and routers). The link-level loss rate, delay distribution, and 

available bandwidth are a few examples of other qualities that network devices directly assess. It is frequently 

impractical to do so in a large network comprising many independent systems due to security challenges and other 

problems. Amid route finding, buffer overflow from data packet buffering could lead to packet losses. If the 

network becomes more dynamic, then this problem can degrade.The link-level loss rate, delay distribution, and 

available bandwidth are a few examples of other qualities that network devices directly assess. It is frequently 

impractical to do so in a large network comprising many independent systems due to security challenges and other 

problems. Amid route finding, buffer overflow from data packet buffering could lead to packet losses. If the 

network becomes more dynamic, then this problem can degrade.The frequency of route discoveries increases as 

the number of connection failures does. Additionally, the frequency of route discovery has an impact on the QoS 

performance of the network because each discovery adds significant packet overhead. 
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A network should be resilient so that it can endure errors in dangerous situations. The focus of robustness is how 

the network reacts when nodes or links are removed. It is simple to consider the network that is generated by 

removing the failing links when given a network and a pattern of link failures, which is similar to looking at static 

solutions. In a static circumstance, the network is unaware of the particular failure pattern. Each node is anticipated 

to broadcast a function of the observed random processes on its outgoing edges in order for the functions to be 

independent of the current failure pattern. As a result, unsuccessful connections ought to show the link constant as 

zero.By integrating numerous data packets into a single transmission entity, network coding is a powerful approach 

that can handle any challenging condition in communication networks to improve throughput, dependability, and 

latency. This technique gives improved flexibility in handling various traffic patterns and enables more effective 

network resource utilisation. The dependability of the network is essential to contemporary communication 

systems. Random Linear Network Coding (RLNC), one of many methods to increase reliability, has become a 

viable approach. In this post, we will talk about the idea of a link failure in the context of RLNC, how it affects 

network performance, and how to prevent and identify such failures. We'll also look at RLNC's benefits and how 

it can be used in other fields. 

In the remaining parts of this work, we first examine the various previous studies in this direction in Section2. In 

Section 3, we see minimisingthe effect of link failure on QoS using RLNC. Section 4examines monitoring link 

failuresusing random linear network coding. Finally, we examine the simulation results and discuss them in Section 

5. To grasp random linear network coding better, we have briefly discussed finite field theory in the appendix. 

2.Related work 

 

A. Background  

 

The work in [2] describes a real-time native packet retrieval process using a fault-tolerant routing architecture that 

uses random linear network coding. Through the integration of random linear network coding and multi-link 

routing algorithms, this method improves the conventional method of choosing coding nodes. According to [3], a 

genetic algorithm based on gene number and fitness cooperative mutation is proposed under the name NF-QGA. 

The number uses an adaptive adjustment method for the rotation angle. The recommended method offers a quick 

convergence time and good optimisation potential while resolving concerns with network coding resource 

optimisation. In a mobile and unstable environment, secure packet transmission using stateless protocols like 

REST HTTP completely relies on the transmitter side.The work in [4] linked REST HTTP with RLNC to address 

this issue and reduce unnecessary retransmissions. The technique in [5] combines RLNC with cryptographic 

operations to improve transmitted communications' effectiveness and dependability while boosting their resistance 

to attacks. The work in [6] introduces a novel method for locating any congested link inside a network at any time 

by extending sent packets, which raises the complexity of the procedure. The study in [7] studied a many-to-one 

stream paradigm for proactive, reliable data transfer systems with requirements for resilience. The method in [8] 

can be successfully applied to the graph theory application in studying link failure cases.The Network Coding-

based Fault-Tolerance Mechanism (NCFM) offers a greedy grouping mechanism to divide the topology into 

simpler logical units. It then uses random linear network coding to build a spanning tree that offers linearly 

independent coding options. The numerical results demonstrate that this transmission method outperforms existing 

ones in reducing the risk of packet loss, the resource redundancy rate, and the average delay while boosting the 

effective throughput rate. The work in [10] has developed formulas for a few QoS parameters, such as transmission 

rate, to analyse quantum networks with defective links. The research in [11–15] focuses on fault-tolerant concerns 

while investigating network structure, node placement, and routing methods. 

 

B. Addition 

 

Initially, it was thought that random linear network coding couldn't be employed for network monitoring 

applications. We are motivated to further investigate the impact of link failure on QoS parameters by the work in 

[6]. Multicast trees are used in this method to locate blocked connections. when the shortest route between the 

source and the destination is thought to have been blocked for an unforeseen reason. Traffic is guided along the 
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next alternate and shortest route. The QoS metrics in a link failure scenario are contrasted with the values in a link 

failure case-free scenario. The results indicated that there isn't much of a difference. This demonstrates RLNC's 

capacity to survive any sudden changes in the network. 

3.Minimizing the effect  of link failure on QoS using RLNC 

A.RLNC function 

 A key component of any communication network's effectiveness is ensuring strong and dependable 

communication. Any network administrator's main challenge is quickly identifying and fixing link faults. 

However, RLNC can be used to monitor the reception of encoded packets at the receiver side in order to detect 

link failure conditions. The framing points help to explain how RLNC operates to the benefit of any 

network[16][17]: 

•  Packet Encoding: At the source node, data packets are encoded using RLNC. These coded packets are 

redundant because they contain data from many original packets. 

•  Transmission: Coded packets are sent over the network, maybe including a failing connection. 

•  Reception:The destination node recieves both  coded and any directly transmitted  packets.  

• Decoding : The original data is decoded by the destination node using the coded packets it has just received. 

Some coded packets may be lost or corrupted if a link failure occurs.The destination node keeps track of the 

decoding procedure to detect link failures. It can infer a link failure status if it has trouble decoding the data 

because of malformed or missing packets. 

• Link Failure Detection: The destination node monitors the decoding process. If it encounters difficulties 

while  decoding the data, such as missing or corrupted packets, it can infer a link failure condition. 

 

B. Recovery Strategies 

            Once a link failure is detected, various recovery strategies can be applied: 

• Re-transmission: The destination node can request re-transmission of missing packets from the source or 

intermediate nodes. 

• Use of Redundant Packets: The destination node can use the redundancy introduced by RLNC to recover 

the lost information without requiring re-transmission. 

• Route Switchover: In cases where multiple routes are available, the network can automatically switch to 

an alternative path, bypassing the failed link. 

C. Benefits 

•     Efficiency: RLNC can detect link failures without the need for continuous monitoring or complex 

signalling protocols. 

• Reduced Latency: The detection and recovery process can be swift, minimising communication 

disruptions. 

• Improved Reliability: The redundancy introduced by RLNC enhances data recovery capabilities, reducing 

the impact of link failures. 

• Network Load Distribution: Load can be evenly distributed across multiple links, reducing the risk of 

congestion and failures. 

• Dynamic Adaptation: RLNC can adapt to changing network conditions, making it suitable for dynamic 

environments. 
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D. Challenges and Considerations 

While RLNC is a powerful tool for link failure detection, it's essential to consider some challenges: 

• Overhead: Encoding and decoding introduce computational overhead, which may affect network 

performance. 

• Implementation Complexity: Implementing RLNC may require specialised hardware or software 

components. 

• Compatibility: Compatibility issues may arise when integrating RLNC into existing network 

infrastructure. 

• Security: Adequate security measures must be in place to prevent malicious tampering with coded packets. 

4.Monitoring Link Failure Using Random Linear Network Coding 

Any wireless network that experiences link failure faces an intriguing problem that requires a fix without violating 

the QoS standards. To what extent is the network configuration still guaranteed to be successful under a link failure 

circumstance? is the question we are trying to answer in this work. As was already said, network coding is a method 

that can make a network more resistant to non-ergodic link failures. According to analysis, network coding 

techniques can be applied to a particular connection failure pattern without needing to be customised. We 

concentrate on connection failure scenarios in networks, presuming that a link is either fully operational or has 

been removed from the network.We use binary vectors to examine each component of a connection failure pattern. 

A broken link's database position is one if it breaks; otherwise, it is zero. If the supporting links associated with 

the failure pattern have been removed, a network is considered to be solvable under the link failure condition. The 

investigation of the solvability of a particular failure pattern, which is a straightforward process, is no longer as 

interesting as finding common solutions for classes of failure patterns. 

 

To carry on the conversation, we use the idea outlined in [6]. Assume that all nodes in the  network,  involves  in 

the  network coding process, except the source and destination nodes.Let  Dl  be  the signal on an outgoing link 

𝑙 ∈ 𝐸, such that : 

 

                                         𝐷𝑙 = ∑ 𝑎𝐷𝑗 , 𝑣 = 𝑜(𝑙), 𝑙 ∈ 𝐸𝑗∈𝐸=𝑣   (1) 

 

 

                                        𝑇𝑒𝑘(𝑑) = 𝑇𝑖(𝑑): 𝑒𝑘 ∈ 𝑇𝑖(𝑑)𝑠. 𝑡. 𝑜(𝑒𝑘) = 𝑠   (2) 

 

where o(l) and d(l) are respectively, the source and destination nodes of  link Tek(d). The  addition and 

multiplication operations in Eq. (1) ,are performed under finite field F(2q) (for more information, see [1]).Tek(d) is 

the collection of all  links from s to d. The ith link between s and d is represented by  Ti(d).Assume that  source s 

has K outgoing connections {e1, e2,.., eK} and  the symbol k is sent through the outgoing connections  ek, where 

{ k = 1, 2,.., K}. If the source delivers a symbol such as  F(2q) across T(d), then destination will recieve :  

 

                                       𝐷[𝑛] = 𝑎∏ 𝑐𝑙𝑙∈𝑃𝑖(𝑑) = 𝑎𝑏𝑖(𝐺)    (3) 

where  𝑐𝑙 ∈ 𝐹2
𝑞
 is the coefficient of the link Ti(d) and  𝑏𝑖(𝐺)𝜖𝐹2

𝑞
  is the product of the LNC coefficients of all links 

on the ith link Pi (d), from source to destination.If s sends the symbol  ak[n], in time slot n through the k-th outbound 

link ek, {where k = 1,..., K}. Then it travels along all the links 𝑇𝑖(𝑑)𝜖𝑇𝑒𝑘. Because of the linear nature of network 

coding, the following information is superimposed on the data that the destination receives, in time slot  n: 

 

                                  𝐷[𝑛] = ∑ 𝑚𝑘
𝑀
𝑘=1 [𝑖] = ∑ ∏ 𝑐𝑙𝑙∈𝑃𝑖(𝑑)𝑝𝑖              (4) 
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where             𝑎′𝑇[𝑛] = [𝑎𝑘[𝑛]. . . 𝑎𝑘[𝑛], 𝑎
𝑇[𝑛] = 𝑎′𝑘

𝑇[𝑛]]
𝑘

𝐾
= 1            

                                                                                                                         (5) 

                       𝑏𝑇(𝐺) = [∏ 𝑐𝑙∈𝑃𝑖(𝑑) ]
[𝑖=1]

𝑁
= [𝑏𝑖(𝐺)][𝑖=1]

𝑁  

 

We call b(G), the total network coding vector of the graph G. If M symbols that constitute a packet are sent in M 

time slots, then the destination receives: 

                                   𝐷𝑀𝑥1 = 𝐴𝑀𝑥𝑁𝑏(𝐺)𝑁𝑥1                                            (6) 

 

where A is a MxN matrix whose nth row is a T[n], the training symbols sent in time slot n. By construction, it is 

evident that for { k = 1, 2,..., K}, the columns of A that correspond to Tek are equal. Packets are significantly 

delayed and presumed to have been lost at the destination when a connection is overloaded to an unreasonable 

degree. The vector (G) given in (9) is connected to the full network coding vector of the graph Gl, denoted by (Gl), 

using the edge  deleted subgraph Gl (Vl, El) as a model for the network with link l in a congested state (for a 

definition of an edge deleted subgraph from earlier, see [8]). It is clear that even if the congested links are busy, 

packets moving over them won't be affected, as  observed in [6]. 

                                  i.e.           b(G)=    
𝑏𝑖(𝐺)𝑖𝑓𝑙 ∉ 𝑇𝑖(𝑑)

0𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                           (7) 

where l is the clogged link and i(G) is the ith entry of (G). Assume  that link l,is  congested and source ‘s’, transmits 

k[n] over link Tek in time slot n. The destination  node recieves: 

 

                                                   𝐷𝑙[𝑛] = ∑ 𝑎𝑘
𝑁
𝑘=1 [𝑛]. ∑ 𝑏𝑃𝑖(𝑑)∈𝑃𝑒𝑘

(𝐺𝑙)                           (8) 

 

throughout period n. When link l is congested and probes are being sent in M consecutive time slots, the vector 

form equation shown below may be constructed using (7) and (8): 

                                                    

                                                     𝐷𝑀𝑥1
𝑙 = 𝐴𝑀𝑥𝑁𝑏(𝐺𝑙)𝑁𝑥1                                           (9) 

 

where DI is the vector of symbols seen at the destination. Equations (6 and 9) may be compared to demonstrate 

how, for the given matrix A, the received symbols may fluctuate in response to network congestion. We shall 

demonstrate  next that this occurs if (G) and A meet specific requirements, providing the opportunity to pin point 

the congested link. We then give an example to serve as illustration 

   Example: Consider the network shown  in fig1,having four nodes and four links.To reach from source s to D,a 

packet has to traverse through any one of the fallowing paths:1.𝑠 → 𝑛2 → 𝐷or 2.𝑠 → 𝑛1 → 𝐷  or  3. 𝑠 → 𝑛1 →

𝑛2 → 𝐷 

 

                           

source cost via Dest 

s 2 - n1 

s 1 - n2 

s 2 n2 D 

 

TableI:Cost matrix for node s 
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source cost via Dest 

s 2 - n1 

s 3 n1 n2 

s 3 n1 D 

  

 

  Fig1: Dashed  links represent intermediate nodes.Ge1:link e1 is congested or failured,dash arrow represents link  

removed fom network 

In case of link failure,say e1,the packets are rerouted via  any one of the paths as  illustrated in  TableI&II.Obviously 

route described in TableII,takes a longer path as the cost of reaching the destination increases.This applies to source 

destination pairs. 

5.Simulation results and discussion 

       A.Packet buffering 

A packet buffer is memory that has been designated for the storage of packets that are being transported across a 

network or that have already been received. The quantity of packets saved as a function of generation size as they 

pass through various nodes is depicted in Fig. 2 below. In the event of a link breakdown, more packets will be 

delayed as generation size increases. 

 

 

 

 

 

 

                                  

 

 

 

 

 

 

B. Delay 

 

Figs. 3a and 3b illustrate the effect of link failure under different field sizes and generation sizes on delay. Link 

failure did not have a considerable effect. We have designed the network in fault-tolerant mode. But as such, large 

files incur a large delay when compared to small files. 

FigD:Packet buffering for different  generation size 

Fig2:Packet buffering 

TableII:Cost matrix for node s when link e1 is broken 
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Conclusion 

Detecting link failure conditions using random linear network coding is a valuable technique that enhances the 

reliability and resilience of communication networks. By introducing redundancy and efficient coding, RLNC 

allows for swift detection and recovery from link failures thus managing important QoS parameters like delay and 

buffer, reducing data loss and service interruptions. However, network administrators should carefully consider 

the associated challenges and plan for an effective implementation to harness the full potential of RLNC in their 

networks. 
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