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Abstract
Ensemble learning has emerged as a powerful method for enhancing the precision of intrusion detection systems (IDSs). In our study, we introduce two novel ensemble learning approaches for IDS: one based on a voting mechanism and the other on stacking techniques. These models were rigorously tested using the NSL-KDD dataset, demonstrating substantial accuracy improvements compared to traditional single classifier systems. Single classifiers often face challenges such as sensitivity to anomalies and noise, along with difficulties in adapting to new, unseen data. Ensemble learning effectively mitigates these issues by integrating the outputs of several classifiers, leading to more stable and accurate predictions. Our research findings reveal that our ensemble learning models can achieve up to 99% accuracy on the NSL-KDD dataset, a notable increase from the approximately 90% accuracy rates observed with single classifiers. Moreover, our models have demonstrated an impressively low false alarm rate (FAR) of under 1%. This indicates their exceptional capability in intrusion detection with minimal false positives. The outcomes of our study strongly indicate the potential of ensemble learning in refining the accuracy of IDSs. We are optimistic that our models will significantly bolster network security, and we are committed to furthering research in this promising field.
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1. Introduction
In recent times, the frequency and complexity of cyber-attacks have surged, rendering traditional firewalls insufficient for comprehensive protection. To bolster defenses, Intrusion Detection Systems (IDSs) have been deployed as a secondary security layer. These systems scrutinize network traffic for indications of harmful activities, helping to identify various threats like denial-of-service attacks, malware, and unauthorized
intrusions. IDSs are generally categorized into two types: signature-based and anomaly-based. Signature-based IDSs detect known malicious patterns, whereas anomaly-based IDSs identify deviations from regular network behavior. While signature based IDSs are efficient, they are also prone to being circumvented by attackers who modify their methods. In contrast, anomaly based IDSs are harder to evade but can produce more false positives.

The integration of both types, known as a hybrid IDS, offers a comprehensive solution by combining their strengths. Furthermore, the incorporation of Machine Learning (ML) techniques enhances IDSs' accuracy. These algorithms, including decision trees, support vector machines, and naive Bayes classifiers, are trained to recognize patterns of malicious behavior that signature-based IDSs might miss. The selection of an ML algorithm is tailored to the specific IDS application, with decision trees frequently used in anomaly-based systems and support vector machines in signature-based ones. Beyond individual ML algorithms, ensemble learning further augments IDS accuracy by amalgamating multiple models' predictions.

Our research introduces a unique ensemble approach for IDS, utilizing particle swarm optimization (PSO). PSO is an optimization technique that determines the ideal combination of weights for various classifiers, including decision trees, support vector machines, naive Bayes classifiers, random forest classifiers, and k-nearest neighbor classifiers. We differentiate these classifiers into strong and weak learners based on their effectiveness and apply PSO to optimize their weights within the ensemble. This methodology enhances the accuracy of the ensemble classifiers. When tested on the NSL-KDD dataset, our approach demonstrated superior performance compared to standard methods. This innovative use of PSO in determining the optimal weights for an array of base learners marks a significant advancement in IDS accuracy enhancement, as evidenced by our evaluation results.

2. Literature Review

The interest in utilizing ensemble learning for intrusion detection has been on the rise in recent years. Ensemble learning, which consolidates the predictions from multiple foundational learners, is known to enhance the accuracy of systems significantly. In their 2010 study, Kumar and colleagues offered an extensive analysis of various ensemble learning techniques, including bagging, boosting, and stacking, applicable to intrusion detection. They also explored different methods for integrating the predictions from base learners. Sagi and team, in their 2017 research, highlighted the benefits of ensemble learning in intrusion detection. They emphasized how these methods not only boost accuracy but also mitigate overfitting risks and bolster system robustness against environmental changes. Abrar and co-authors, in 2019, introduced a detailed strategy to thwart unauthorized network access and spot anomalies. They employed several machine learning classifiers like support vector machines, k-nearest neighbors, and others, demonstrating high intrusion detection accuracy with their method. Seth and colleagues in 2020 developed a novel multiclass attack detection approach using ensemble algorithms. They focused on ranking various base classifiers based on their efficiency in identifying different attack types, selecting the most suitable classifier for each attack category.
In 2018, Govindarajan proposed innovative ensemble classification techniques using homogeneous classifiers via bagging and heterogeneous classifiers through arcing. Employing RBF and SVM as base classifiers, he showed that these ensemble methods surpass the accuracy of individual classifiers. Bhati and Rai, in their 2019 publication, presented an ensemble-based intrusion detection approach using extra tree classifiers. They demonstrated that combining decisions from various classifiers significantly enhances the system's decision-making power, evidenced by high accuracy on datasets like KDDcup99 and NSL-KDD. Pham et al.'s 2019 study introduced a hybrid intrusion detection method that merges bagging and boosting with feature selection, using decision trees as base classifiers. This method showed impressive accuracy results on the NSL-KDD dataset. In 2020, Zhou and the team proposed an innovative ensemble approach for intrusion detection using a modified adaptive boosting algorithm (M-AdaBoost-A). They employed a combination of multiple M-AdaBoost-A-based classifiers through simple majority voting and Particle Swarm Optimization, achieving high accuracy on the NSL-KDD dataset.

Collectively, these studies underscore the efficacy of ensemble learning in intrusion detection, showcasing its ability to enhance system accuracy, reduce overfitting risks, and bolster resilience to environmental shifts.

3. Dataset

The NSL-KDD dataset is an assemblage of internet traffic records gathered by a basic intrusion detection system, designed to overcome certain limitations of the earlier KDD'99 dataset, notably issues like class imbalance and duplicate records.

This dataset is composed of 42 attributes, which are divided into four main categories: intrinsic, content, host-based, and time-based. Intrinsic attributes detail information about the network packet's header. Content attributes delve into the payload details of the packets. Time-based attributes relate to the pattern of connections to the same destination over a period, while host-based attributes track information across multiple connections to the same destination.

Within the NSL-KDD dataset, the types of features include categorical, binary, discrete, and continuous variables. Key categorical features include 'Protocol Type', 'Service', and 'Flag', with 'Flag' indicating the connection's status and any raised alerts. To effectively utilize these features in machine learning models, it's essential to convert these categorical values into numerical form, as machine learning algorithms require numerical input.

The NSL-KDD dataset is particularly well-suited for intrusion detection research. Its comprehensive coverage of intrusion scenarios in internet traffic and the absence of redundant records in its training set ensure that classifiers trained on this dataset are less likely to exhibit bias in their predictions.

4. Methodology

In our study, we initiated our methodology by preprocessing the data and conducting feature extraction. Following this, we selected five diverse machine learning algorithms for training on the dataset. These included decision trees, random forests, extra trees, naive Bayes, and support vector machines. These algorithms were specifically chosen for their established efficacy in intrusion detection tasks.

Post-training, we categorized these algorithms into two groups: 'weak learners' and 'strong learners,' based on their individual performance metrics. To optimize their collective performance, we employed Particle Swarm Optimization (PSO) to calculate the average weights of these base learners.

Our project utilized two distinct ensemble techniques: stacking and majority voting. Stacking, a method that amalgamates the predictions from multiple base learners, aims to boost the overall system accuracy. Majority voting, on the other hand, relies on the most common outcome among the base learners to formulate a final prediction.

PSO, a metaheuristic optimization technique, is central to our methodology. It mimics the movement dynamics of a swarm, guiding the particles through the search space influenced by mutual attraction and the best-found
solutions. This dynamic allows for the effective determination of optimal weights for the base learners within an ensemble framework.

The methodology of our project can be outlined as follows, depicted in Figure 2 of our paper:

1. **Data Preprocessing and Feature Extraction**: The initial step involves preparing the dataset through cleaning and extracting relevant features.

2. **Training Base Learners**: We then train the selected machine learning algorithms on the processed dataset.

3. **Weight Calculation with PSO**: Next, PSO is applied to ascertain the average weights for the base learners, enhancing their combined prediction capabilities.

4. **Employing Ensemble Models for Prediction**: Finally, we use the stacking and majority voting ensemble models to generate accurate intrusion detection predictions.

This comprehensive approach leverages the strengths of individual learning algorithms and optimizes their collective performance for improved intrusion detection accuracy.

**Figure 2: Methodology preferred**

**Data Pre-Processing**

In our project, data preprocessing played a crucial role in preparing the dataset for machine learning analysis. The steps we undertook in this process included:

1. **Conversion of Categorical Features**: We utilized one-hot encoding to transform categorical variables in our dataset into numerical form. This step is pivotal as machine learning models require numerical input to function effectively.

2. **Data Standardization**: To standardize our data, we employed the StandardScaler tool from sklearn Preprocessing library. This step adjusted the data to have a zero mean and a unit standard deviation. Standardization is crucial as it brings all features to a similar scale, enhancing the performance of our machine learning models.

3. **Dataset Division**: We divided our dataset into two parts: a training set and a test set. The training set was instrumental in training the machine learning models, whereas the test set was used to assess their performance.
We adopted a stratified split for our dataset. This approach maintains a consistent ratio of normal and anomalous records in both the training and test sets. By doing so, we ensured that the evaluation of the machine learning models was not skewed in favor of any specific class. This balanced approach is essential for obtaining a fair assessment of the models’ performance.

**Feature Selection**

Feature selection plays a crucial role in our machine learning project, as it aids in diminishing the dataset's dimensionality, thereby enhancing algorithm efficiency. We employed two distinct methods for feature selection:

1. **Random Forest**: We utilized Random Forest as an embedded method for feature selection. In this approach, feature selection is an integral part of the algorithm's process. We chose Random Forest due to its high accuracy and interpretability, which allows it to determine the significance of each feature effectively.

2. **Recursive Feature Elimination (RFE)**: RFE, a wrapper feature selection method, uses a core machine learning algorithm around which the RFE process is wrapped. It functions by iteratively discarding the least significant features from the dataset.

Initially, we applied the Random Forest algorithm to assess the importance of each feature. Following this, RFE was used to narrow down the most significant features, selecting the top 65. The outcomes of this feature selection process are depicted in Figure 3 of our paper.

The application of these feature selection techniques has been instrumental in enhancing the performance of our machine-learning models. By reducing the dataset's complexity, the algorithms could more efficiently learn and understand the relationships between the features and the target variable. This led to a notable improvement in both the accuracy and the interpretability of our models.

**Base Learners**

In our research, we implemented a methodology that involves selecting and training five distinct base learners. These learners were chosen based on their individual strengths and limitations as identified in the literature. The
learners we selected are Support Vector Machines (SVM), Naïve Bayes, K-nearest neighbors (KNN), Decision Trees, and Logistic Regression.

**Support Vector Machines (SVM):** SVM, a supervised learning algorithm, is adept at both classification and regression. It operates by identifying the optimal hyperplane that maximizes the margin between two classes in a dataset, thus effectively separating them.

**Naïve Bayes:** Known for its simplicity and speed, Naïve Bayes is a probabilistic classifier based on the assumption of feature independence. While this assumption speeds up the process, it can sometimes compromise accuracy if the features are not truly independent.

**K-Nearest Neighbors (KNN):** KNN is a non-parametric, instance-based learning algorithm. It classifies new instances based on the closest k instances in the training set, measured typically by Euclidean distance.

**Decision Trees:** These are hierarchical models that create a tree-like structure to illustrate the relationships between features and the target variable. Decision Trees are straightforward to interpret, providing clear explanations for their classification decisions.

**Logistic Regression:** This model is often used for binary classification tasks. Logistic Regression is straightforward and effective, modeling the probability of a binary outcome.

In addition to these base learners, our study also incorporates ensemble models to further enhance system performance. Ensemble models, which combine multiple base learners, aim to reduce variance and increase accuracy.

For our paper, we specifically utilized two types of ensemble models: majority voting and stacking. Majority voting is a straightforward method where the final prediction is based on the most common outcome among the base learners. Stacking, on the other hand, is more intricate, involving training a meta-learner on the predictions made by the base learners.

**Particle Swarm Optimization**

Particle Swarm Optimization (PSO), an optimization technique conceptualized by Kennedy and Eberhart, is a method employed in iterative optimization of a population-based nature. Unique for its derivative-free characteristic, PSO doesn't rely on the gradient of the fitness function, making it adaptable for a diverse range of problems. This includes problems characterized by discontinuous or non-convex fitness landscapes.

The process of PSO initiates with a set of randomly distributed particles within the search space. Each of these particles is defined by two attributes: position and velocity. The algorithm evaluates the fitness function for each particle's position. The particle showcasing the optimum fitness is acknowledged as the global best. Subsequently, the velocity of each particle is updated in every iteration, influenced by three factors: the particle's best-known position, the global best, and the positions of neighboring particles.
The velocity update rule for each particle in PSO is structured to facilitate this process.

\[ v_{i} = w v_{i} + c_1 r_1 (p_{i} - x_{i}) + c_2 r_2 (g - x_{i}) \]  

where:

Particle Swarm Optimization (PSO) operates on a principle where the velocity of each particle, denoted as \( v_{i} \), is a key component. The algorithm employs a weighting factor \( w \) and constants \( c_1 \) and \( c_2 \). Random numbers \( r_1 \) and \( r_2 \), falling between 0 and 1, are also integral to the process. Each particle, \( i \), has its best-known position \( p_{i} \), while the global best position in the swarm is represented by \( g \). The current position of a particle is denoted as \( x_{i} \).

The algorithm progresses through iterations until it reaches a predetermined stopping criterion. This criterion could be based on several factors, such as the total number of iterations, variations in the fitness function, or a predefined threshold set by the user.

PSO’s simplicity and effectiveness make it a popular choice for a range of optimization challenges. Its advantage lies in being a derivative-free method, simplifying its implementation and making it suitable for problems with discontinuous or non-convex fitness functions. As a population-based algorithm, PSO has the added benefit of potentially avoiding entrapment in local minima, a common issue in optimization problems.

Majority Voting

Figure 6. The Flow Chart for Ensemble Models

In our study, we explored the concept of weighted average ensembles, which differ from traditional voting classifiers by not treating all models as equally effective. Instead, in a weighted average ensemble, each model’s contribution to the final prediction is adjusted based on its reliability or performance on a separate validation dataset. This approach aims to enhance the overall accuracy of the ensemble.

In this specific project, we implemented a weighted average ensemble method that integrated predictions from two classifiers: K-nearest neighbors (KNN) and logistic regression. We diversified our approach by training each classifier under six different parameter settings. This process was iteratively repeated with various
parameter combinations, ensuring a wide range of diversity in the classifiers, which potentially improved their collective performance.

To illustrate, in the case of the KNN-logistic regression ensemble, we developed six different KNN models, each with a unique $K$ value. These were then paired with six logistic regression models, each having distinct $C$ values, resulting in 36 unique parameter combinations. These combinations were utilized to train our ensemble model.

The ensemble model's performance was evaluated, and it demonstrated a higher accuracy compared to the individual performance of either KNN or logistic regression models. This outcome suggests that the weighted average ensemble method can be an effective strategy for enhancing the accuracy of intrusion detection systems.

Stacking

In our research, we employed stacking as a method to amalgamate various classifiers to enhance their collective performance. Stacking stands apart from other ensemble techniques like bagging and boosting due to its versatility in combining different types of classifiers, which can range from decision trees and neural networks to naive Bayes and logistic regression.

The implementation of stacking occurs in two phases. Initially, the base learners are trained using the training dataset. Following this, their predictions are compiled to form a new dataset. This new dataset is then utilized to train a secondary model, known as the meta-learner. The meta-learner's role is to make final predictions on the test dataset. Selecting appropriate base learners is crucial in stacking. For our project, we opted for base learners that are commonly referenced in intrusion detection literature. We then categorized these learners as either weak or strong based on their individual performance metrics. In all our stacking models, we used logistic regression as the final estimator. Despite its simplicity, logistic regression is a powerful classifier, particularly suited for classification tasks.

Our findings indicated that the stacking algorithm outperformed the individual base learners in terms of accuracy. This underscores the potential of stacking as an effective approach to bolster the accuracy of intrusion detection systems.

5. Evaluation

Evaluating the performance of a model is a critical step in the model development lifecycle. It helps in determining the model's effectiveness and guides necessary modifications. In our study, we employed several key metrics to evaluate our model:

1. **Precision**: This metric assesses the accuracy of positive predictions. Precision is the ratio of true positive predictions (TP) to the total number of positive predictions made (TP + FP). A higher precision indicates that the model is more accurate in identifying attacks, with fewer instances falsely identified as attacks (lower false positives).

2. **Recall**: Recall measures the model's ability to correctly identify actual positives. It is the ratio of positive class predictions made to the total number of actual positive cases in the dataset. A model with high recall is more reliable in labeling actual attacks as such, making the system more secure by increasing the likelihood of detecting attacks.

3. **F1-score**: The F1-score combines precision and recall, providing a single measure of a model's accuracy. It is the harmonic mean of precision and recall, offering a balanced view of both metrics.

Additionally, we utilized the confusion matrix as an insightful tool for understanding our model's performance. This matrix outlines the true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) of the model. The confusion matrix is instrumental in calculating precision, recall, and the F1-score.
For this paper, we focused on the F1-score to gauge the overall performance of our model. The F1-score's balanced consideration of both precision and recall makes it an excellent metric for evaluating the effectiveness of the model in a comprehensive manner.

6. Results

In our research, we employed a variety of metrics to evaluate the efficacy of our models, particularly focusing on the significance of the F1 score. While accuracy is a frequently used metric in model assessment, it may not always be suitable, especially in the context of imbalanced datasets. The reason is that a high accuracy rate can be misleading, indicating good performance even when the model poorly predicts outcomes for the minority class.

The F1 score emerges as a more reliable metric in such scenarios. It incorporates both precision and recall, effectively measuring a model's ability to correctly identify cases in both minority and majority classes. This dual consideration makes the F1 score a more comprehensive and balanced measure of model performance, especially in datasets where class imbalance is a concern.

For the scope of our project, the F1 score was chosen as the primary evaluation metric. We believe that it provides a more accurate reflection of our models' performance across various datasets, particularly those with imbalanced class distributions. This approach ensures a more nuanced and realistic assessment of model effectiveness.

ROC plots for Base Learners

Figure 7. ROC Curves of various models
Results of Base learners

Our analysis involved evaluating the base classifiers and categorizing them as either weak or strong based on their performance. Subsequently, we utilized these classifiers to construct ensemble models through methods such as voting and stacking.

The performance of various ensemble models, constructed using the voting technique, is detailed in Table 2. According to the table, ensembles incorporating strong classifiers yielded the most favorable F1 scores, indicating that the inclusion of strong classifiers is beneficial for enhancing an ensemble model's overall effectiveness.

Among all the ensemble models we tested, the standout was the stacking ensemble model, which employed a Decision Tree as the meta-learner. This model attained an F1 score of 0.984, the highest amongst all the models we evaluated.

In summary, the outcomes of our experiments underscore the potential of ensemble models in boosting the efficiency of intrusion detection systems. This approach, especially when leveraging strong classifiers, appears to significantly improve performance metrics.
Analyzing the data presented in the table, it is evident that the combination of Support Vector Machines (SVM) and K-Nearest Neighbors (KNN) emerged as the top-performing ensemble model. This was closely followed by the pairs of Logistic Regression and Decision Tree, SVM and Logistic Regression, SVM and Decision Tree, Logistic Regression and KNN, and finally Decision Tree and KNN. The F1-score was the chosen metric for evaluating the effectiveness of these models.

It was also observed that the performance of the voting-based ensemble models did not surpass that of the baseline models. In addition to the voting method, we also explored stacking as another ensemble technique. Similar to our earlier approach, the F1-score was again utilized as the primary metric to evaluate the performance of these stacked models.

The analysis of our results revealed that the ensemble models combining Decision Tree and K-Nearest Neighbor (DT-KNN) and Support Vector Machine and Decision Tree (SVM-DT) achieved identical F1-scores. These were followed by the combinations of Decision Tree and Logistic Regression (DT-LR), Support Vector Machine and K-Nearest Neighbor (SVM-KNN), Logistic Regression and K-Nearest Neighbor (LR-KNN), and finally Support Vector Machine and Logistic Regression (SVM-LR).

Despite the equal F1-scores of DT-KNN and SVM-DT, we opted for DT-KNN as the superior model due to the greater complexity associated with the SVM-DT model. Moreover, we observed that the models created using stacking outperformed both the baseline models and those created using voting. This improved performance can be attributed to stacking's ability to leverage the individual strengths of each estimator by utilizing their outputs as inputs for the final estimator. In contrast, a voting classifier simply selects the most frequent output as the final decision.
In summary, our findings indicate that the DT-KNN ensemble model, with logistic regression serving as the meta-learner, stands out as the most effective model. It achieved the highest F1 score of 0.986 among all the tested ensemble models.

7. Conclusion

In our study, we focused on assessing the efficacy of ensemble learning models in the context of intrusion detection. We utilized a combination of five base learners to create pairs of classifiers, categorized as weak and strong. These pairs were then employed in two types of ensembles learning models: majority voting and stacking. Additionally, we applied particle swarm optimization (PSO) to fine-tune the weights within these ensemble models.

Our experimental findings revealed that ensembles based on stacking were superior in performance compared to those based on voting and the baseline models. Notably, the ensemble model combining decision trees with K-nearest neighbors achieved the highest F1 score, reaching 98.6%.

Looking ahead, our future research aims include exploring the realm of online ensemble learning to encompass a broader data range. We are also interested in adapting our model for data streams, particularly addressing the challenges posed by concept drift. Another area of focus will be enhancing feature selection processes to refine prediction accuracy. Moreover, we intend to integrate PSO with LUS optimization to achieve more optimal weights for the ensemble models.

We conclude that the outcomes of our research strongly support the potential of ensemble learning as an effective method for intrusion detection. The directions for future research we have identified hold promise for further advancements in the performance of ensemble learning models in this domain.
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