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1. Introduction 

Summability theory plays a very important role in the field of approximation theory. It became very interesting 

to find the estimate error (degree of approximation) of functions by using various product summability means. 

Liendler [20], Rhoades [4], Qureshi and Neha [17], Sahney and Goel [9] have determined the degree of 

approximation of functions belonging to Lipschitz class by Cesàro, Nӧrlund and generalized Nӧrlund (N,p,q) 

means. Later on Lal and Singh [7], Kushwaha [5] have studied the error estimates by trigonometric Fourier 

approximation of functions belonging to various Lipschitz classes by (C,1)(E,1) and (C,2)(E,1) product 

summability means respectively. Recently Nigam and Sharma [16] have determined the degree of 

approximation of functions belonging to𝐿𝑖𝑝{𝜁 𝑡 , 𝑟} class by using  𝐶, 1 (𝐸, 𝛿)product method. But nothing 

seems to have been done so for to obtain the estimate of the error of signals (functions) belonging to 

𝐿𝑖𝑝{𝜁 𝑡 , 𝑟} class by using  𝐶, 2 (𝐸, 𝛿)product summability method which have second order Cesàro means. 

The product of Euler means with second order Cesàro means is an advantage over the  𝐶, 1 (𝐸, 1) 

and 𝐶, 2 (𝐸, 1) product summability means. So we can say that the results of Nigam and Sharma [2] and 

Kushwaha [5] are the particular case of the result that we have determined.  

2. Definitions and Notations 

Let 


0n

nu be a given infinite series with {𝑠𝑛 } for its 𝑛𝑡ℎ  partial sum. 

Let {𝑡𝑛
𝐸𝛿 }  denote the sequence of  𝐸, 𝛿 = 𝐸𝑛

𝛿  means of the sequence{𝑠𝑛 }. If the (𝐸, 𝛿) transform of {𝑠𝑛 } is 

defined as 

𝑡𝑛
𝐸𝛿  𝑓; 𝑥 =

1

 1 + 𝛿 𝑛
  

𝑛

𝑘
 𝛿𝑛−𝑘𝑠𝑘 → 𝑠      𝑎𝑠     𝑛 → ∞                                                (2.1) 

𝑛

𝑘=0

 

The series 


0n

nu  is said to besummable to the number 𝑠 by the (𝐸, 𝛿) method. (Hardy[1]) 

       Let  𝑡𝑛
𝐶2  denote the sequence of  𝐶, 2 = 𝐶𝑛

2 mean of the sequence{𝑠𝑛 }. If the (𝐶, 2) transform of 𝑠𝑛  is 

defined as 
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𝑡𝑛
𝐶2 𝑓; 𝑥 =

2

 𝑛 + 1 (𝑛 + 2)
  𝑛 − 𝑘 + 1 𝑠𝑘 𝑓; 𝑥 → 𝑠            𝑎𝑠         𝑛 → ∞          (2.2)

𝑛

𝑘=0

 

Then the series 


0n

nu  is said to be summable to the number 𝑠 by the (𝐶, 2)method . (Cesàro) 

Thus if the (𝐶, 2) transform of  𝐸, 𝛿  transform defines  𝐶, 2 (𝐸, 𝛿) transformation and denoted by 𝐶𝑛
2. 𝐸𝑛

𝛿 . 

Thus if 

𝑡𝑛
𝐶2𝐸𝛿  𝑓; 𝑥 =

2

 𝑛 + 1 (𝑛 + 2)
   𝑛 − 𝑘 + 1  

1

 1 + 𝛿 𝑘
  

𝑘

𝜈
 

𝑘

𝜈=0

𝛿𝑘−𝜈𝑠𝑘 

𝑛

𝑘=0

 → 𝑠      𝑎𝑠    𝑛 → ∞      (2.3) 

where𝑡𝑛
𝐶2𝐸𝛿  denote the sequence of 𝐶2𝐸𝛿  means that is  𝐶, 2 (𝐸, 𝛿) product means of the sequence 𝑠𝑛 . The 

series


0n

nu  is said to be summable to the number 𝑠 by  𝐶, 2  𝐸, 𝛿  method. We know that  𝐶, 2 (𝐸, 𝛿) 

method is regular. 

Let 𝑓 be 2𝜋-periodic, Lebesgue integrable function on [−𝜋, 𝜋] and the Fourier series associated with 𝑓(𝑥) at a 

point 𝑥 is defined by 

                𝑓 𝑥 ~
1

2
𝑎0 +  (𝑎𝑛

∞

𝑛=1

cos 𝑛𝑥 + 𝑏𝑛 sin 𝑛𝑥) =  𝐴𝑛 ,                     𝑛 ∈ 𝑁                                (2.4)

∞

𝑛=0

 

with partial sum 𝑠𝑛 𝑓; 𝑥 . 

We use following notations through out the paper 

𝜙 𝑡 = 𝑓 𝑥 + 𝑡 − 2𝑓 𝑥 + 𝑓(𝑥 − 𝑡) 

𝐾𝑛 𝑡 =
1

𝜋 𝑛 + 1 (𝑛 + 2)
  𝑛 − 𝑘 + 1  

1

 1 + 𝑞 𝑘
   

𝑘

𝜈
 𝑞𝑘−𝜈

sin 𝜈 + 1/2 𝑡

sin 𝑡/2 
 

𝑘

𝜈=0

 

𝑛

𝑘=0

                     (2.5) 

And 𝐿𝑟- norm is defined by 

 𝑓 𝑟 =    𝑓 𝑥  𝑟  𝑑𝑥
2𝜋

0

 

1

𝑟

       ,           𝑟 ≥ 1 

and the estimation of errors which is known as degree of approximation of a function 𝑓 given by Zygmund [19]. 

𝐸𝑛 𝑓 = 𝑚𝑖𝑛 𝑡𝑛 𝑥 − 𝑓 𝑥  𝑟  

where𝑡𝑛 (𝑥) is some 𝑛𝑡ℎ  degree trigonometric polynomial. This method of approximation is called the 

trigonometric Fourier approximation. 

A function 𝑓 ∈ 𝐿𝑖𝑝𝛼 if 

𝑓 𝑥 + 𝑡 − 𝑓 𝑥 = 𝑂  𝑡 𝛼             𝑓𝑜𝑟      0 < 𝛼 ≤ 1,                 𝑡 > 0.  

and function  𝑓 ∈ 𝐿𝑖𝑝(𝛼, 𝑟) if 

   𝑓 𝑥 + 𝑡 − 𝑓 𝑥  𝑟𝑑𝑥
2𝜋

0

 

1

𝑟

= 𝑂  𝑡 𝛼         𝑓𝑜𝑟      0 < 𝛼 ≤ 1,         𝑟 ≥ 1. 

Given a positive increasing function 𝜁(𝑡) and an integer 𝑟 ≥ 1, 𝑡 ∈ 𝐿𝑖𝑝 𝜁 𝑡 , 𝑟   if 
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   𝑓 𝑥 + 𝑡 − 𝑓 𝑥  𝑟𝑑𝑥
2𝜋

0

 

1

𝑟

= 𝑂 𝜁 𝑡   

If𝜁 𝑡 = 𝑡𝛼then 𝐿𝑖𝑝 𝜁 𝑡 , 𝑟  class coincides with the 𝐿𝑖𝑝 𝛼, 𝑟  class and if 𝑟 → ∞ then 𝐿𝑖𝑝 𝛼, 𝑟  class reduces 

to the 𝐿𝑖𝑝𝛼 class. 

Kushwaha 5  has proved a theorem on approximation of function by  𝐶, 2 (𝐸, 1) product summability method 

as following- 

Theorem:- If 𝑓: 𝑅 → 𝑅 is 2𝜋-periodic,Lebesgueintegrable on  – 𝜋, 𝜋  and belonging to 𝐿𝑖𝑝 𝛼, 𝑟  class then the 

estimate error of signals (functions) 𝑓 by the  𝐶, 2 (𝐸, 1) product means of Fourier series of 𝑓 satisfies 

𝑡𝑛
𝐶2𝐸1 𝑓; 𝑥 =

2

 𝑛 + 1 (𝑛 + 2)
   𝑛 − 𝑘 + 1  

1

2𝑘
  

𝑘

𝜈
 

𝑘

𝜈=0

𝑠𝜈(𝑓; 𝑥) 

𝑛

𝑘=0

                 (2.6) 

of its Fourier series is given by 

 𝐶𝑛
2𝐸𝑛

1 − 𝑓 𝑟 = 𝑂  𝜁  
1

𝑛+1
                                    (2.7) 

3. Main Theorem 

Theorem-If a function 𝑓be2𝜋 periodic, Lebesgue Integral on [−𝜋, 𝜋] and belonging to 𝐿𝑖𝑝 𝜁 𝑡 , 𝑟  class then 

the estimate error of functions (signals) 𝑓 by the  𝐶, 2 (𝐸, 𝛿) product means of Fourier series of 𝑓 is given by 

 𝐶𝑛
2𝐸𝑛

𝛿 − 𝑓 
𝑟

= 𝑂   𝑛 + 1 1/𝑟𝜁  
1

𝑛 + 1
                                                    (3.1) 

Provided that 𝜁(𝑡) satisfies the following conditions: 

   
𝑡 𝜙 𝑡  

𝜁 𝑡 
 

1

𝑛 +1

0

𝑟

𝑑𝑡 

1/𝑟

= 𝑂  
1

 𝑛 + 1 
                                                                    (3.2)  

and 

   
𝑡−𝜄  𝜙 𝑡  

𝜁 𝑡 
 

𝜋

1/(𝑛+1)

𝑟

𝑑𝑡 

1/𝑟

= 𝑂  𝑛 + 1 𝛿                                                          (3.3)  

where𝜄 is an arbitrary positive number such that 𝑠 1 − 𝜄 − 1 > 0,    
1

𝑟
+

1

𝑠
= 1,   1 ≤ 𝑟 < ∞. These conditions 

(3.2) and (3.3) hold in 𝐶𝑛
2𝐸𝑛

𝛿  that is  𝐶, 2 (𝐸, 𝛿) means of the Fourier series. 

4. Lemmas 

We prove following lemmas for the proof of main theorems: 

Lemma 1-  𝜅𝑛 𝑡  = 𝑂 𝑛 + 1  ;     for      0 ≤ 𝑡 ≤
1

𝑛+1
. 

Proof:-For      0 ≤ 𝑡 ≤
1

𝑛+1
; sin 𝑛𝑡 ≤  𝑛 sin 𝑡. 

 𝜅𝑛 𝑡      =       
1

𝜋 𝑛 + 1  𝑛 + 2 
   𝑛 − 𝑘 + 1  

1

 1 + 𝛿 𝑘
   

𝑘

𝜈
 𝛿𝑘−𝜈

sin  𝜈 +
1

2
 𝑡

sin  
𝑡

2
 

 

𝑘

𝜈=0

 

𝑛

𝑘=0

  

                         ≤       
1

𝜋 𝑛 + 1 (𝑛 + 2)
   𝑛 − 𝑘 + 1  

1

 1 + 𝛿 𝑘
   

𝑘

𝜈
 𝛿𝑘−𝜈

 2𝜈 + 1 sin 𝑡/2 

sin 𝑡/2 
 

𝑘

𝜈=0

 

𝑛

𝑘=0
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      =       
1

𝜋 𝑛 + 1 (𝑛 + 2)
   𝑛 − 𝑘 + 1  

1

 1 + 𝛿 𝑘
   

𝑘

𝜈
 𝛿𝑘−𝜈 2𝜈 + 1  

𝑘

𝜈=0

 

𝑛

𝑘=0

  

      =       
1

𝜋 𝑛 + 1  𝑛 + 2 
   𝑛 − 𝑘 + 1   2𝑘 + 1 

1

 1 + 𝛿 𝑘
   

𝑘

𝜈
 𝛿𝑘−𝜈

𝑘

𝜈=0

  

𝑛

𝑘=0

  

Since         𝑘
𝜈
 𝛿𝑘−𝜈 =  1 + 𝛿 𝑘𝑘

𝜈=0  

=       
1

𝜋 𝑛 + 1  𝑛 + 2 
   𝑛 − 𝑘 + 1   2𝑘 + 1 

1

 1 + 𝛿 𝑘
.  1 + 𝛿 𝑘 

𝑛

𝑘=0

  

                                    =
1

𝜋 𝑛 + 1  𝑛 + 2 
   𝑛 − 𝑘 + 1  2𝑘 + 1 

𝑛

𝑘=0

  

                                    =
1

𝜋 𝑛 + 1  𝑛 + 2 
   𝑛 − 𝑘 + 1  2𝑘 + 1  

𝑛

𝑘=0

 

                                    =
1

𝜋 𝑛 + 1  𝑛 + 2 
   𝑛 + 1  2𝑘 + 1 − 𝑘(2𝑘 + 1) 

𝑛

𝑘=0

 

                                    =
 𝑛 + 1 

𝜋 𝑛 + 1  𝑛 + 2 
  2𝑘 + 1 −

1

𝜋 𝑛 + 1  𝑛 + 2 
 𝑘 2𝑘 + 1 

𝑛

𝑘=0

𝑛

𝑘=0

 

                                    =
 𝑛 + 1 

𝜋 𝑛 + 1  𝑛 + 2 
  2𝑘 + 1 −

1

𝜋 𝑛 + 1  𝑛 + 2 

𝑛

𝑘=0

 2  𝑘2

𝑛

𝑘=0

+  𝑘

𝑛

𝑘=0

  

                                    =
 𝑛 + 1 3

𝜋 𝑛 + 1  𝑛 + 2 
−

1

𝜋 𝑛 + 1  𝑛 + 2 
 2.

𝑛 𝑛 + 1  2𝑛 + 1 

6
+

𝑛(𝑛 + 1)

2
  

                                    =
 𝑛 + 1 3

𝜋 𝑛 + 1  𝑛 + 2 
−

1

𝜋 𝑛 + 1  𝑛 + 2 
 
𝑛 𝑛 + 1  4𝑛 + 5 

6
  

                                    ≊ 𝑂(𝑛 + 1) 

Lemma 2-   κn t  = O  
1

t
 ;        for       

1

n+1
≤ t ≤ π. 

Proof:-For   
1

𝑛+1
≤ 𝑡 ≤ 𝜋 ;  by applying Jordans lemma  sin 𝑡/2 ≥ 𝑡/𝜋. and sin 𝑛𝑡 ≤ 1. 

 𝜅𝑛 𝑡            =       
1

𝜋 𝑛 + 1  𝑛 + 2 
   𝑛 − 𝑘 + 1  

1

 1 + 𝛿 𝑘
   

𝑘

𝜈
 𝛿𝑘−𝜈

sin  𝜈 +
1

2
 𝑡

sin  
𝑡

2
 

 

𝑘

𝜈=0

 

𝑛

𝑘=0

  

                           ≤    
1

𝜋 𝑛 + 1  𝑛 + 2 
   𝑛 − 𝑘 + 1 

1

 1 + 𝛿 𝑘
   

𝑘

𝜈
 𝛿𝑘−𝜈

1

𝑡/𝜋
 

𝑘

𝜈=0

𝑛

𝑘=0

  


































  

 


n

k

k
k

k

k
kn

tnn 0 0)1(

1
)1(

)2)(1( 





 
























 


n

k

k

k
kn

tnn 0

)1(
)1(

1
)1(

)2)(1(

1



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










 


n

k

kn
tnn 0

)1(
)2)(1(

1
 












  
 

n

k

n

k

kn
tnn 0 0

)1(
)2)(1(

1
 

 
 







n

k

n

k

k
tnntnn

n

0 0)2)(1(

1
)1(

)2)(1(

1
 

tnn

nn

tnn

nn

)2)(1(

2/)1(

)2)(1(

)1(









  

                           ≊ 𝑂  
1

𝑡
  

 

5. Proof of the theorem 

Following Titchmarsh [6] and using Riemann-Lebesgue theorem 𝑠𝑛 (𝑓; 𝑥)𝑛𝑡ℎ  partial sum of the series is given 

by 

𝑠𝑛 𝑓; 𝑥 − 𝑓 𝑥 =
1

2𝜋
 𝜙(𝑡) 

sin 𝑛 + 1/2 𝑡

sin 𝑡/2

𝜋

0

 

Using the (𝐸, 𝛿) transform of 𝑠𝑛 (𝑓; 𝑥) is given by 

                          𝑡𝑛
(𝐸,𝛿)

− 𝑓 𝑥 =
1

2𝜋
 

𝜙(𝑡)

sin 𝑡/2 
 

1

 1 + 𝛿 𝑘
  

𝑘

𝜈
 𝛿𝑘−𝜈 sin 𝜈 + 1/2 𝑡

𝑘

𝜈=0 

 𝑑𝑡
𝜋

0

 

Now denoting  𝐶, 2 (𝐸, 𝛿) transformation of 𝑠𝑛 (𝑓; 𝑥) is given by 

 𝑡𝑛
 𝐶,2 (𝐸,𝛿)

− 𝑓 𝑥 =
1

𝜋 𝑛 + 1 (𝑛 + 2)
  𝑛 − 𝑘 + 1  

1

 1 + 𝛿 𝑘
   

𝑘

𝜈
 𝛿𝑘−𝜈  𝜙(𝑡)

sin(𝜈 + 1 2)𝑡 

sin(𝑡 2) 

𝜋

0

𝑑𝑡

𝑘

𝜈=0

  

𝑛

𝑘=0

 

                                    =  𝜙 𝑡 𝜅𝑛 𝑡 𝑑𝑡
𝜋

0

 

                                    =   +  
𝜋

1

𝑛+1

1

𝑛 +1

0

 𝜙 𝑡 𝜅𝑛 𝑡 𝑑𝑡 

                                    = 𝐼1 + 𝐼2 𝑠𝑎𝑦  

We consider 

 𝐼1 ≤   𝜙 𝑡   𝜅𝑛 𝑡  𝑑𝑡
1/(𝑛+1)

0

 

Using Hӧlder’s inequality and the fact that 𝜙 𝑡 ∈ 𝐿𝑖𝑝 𝜁 𝑡 , 𝑟 and using the lemma (1)- 

 𝐼1   ≤      
𝑡𝜙 𝑡 

𝜁 𝑡 
 

1
 𝑛 +1 

0

𝑟

 𝑑𝑡 

1

𝑟

.      
𝜁 𝑡  𝜅𝑛 𝑡  

𝑡
 

1
 𝑛+1 

0

𝑠

 𝑑𝑡 

1/𝑠

 

                                                      =    𝑂  
1

𝑛 + 1
    

𝜁 𝑡  𝜅𝑛 𝑡  

𝑡
 

𝑠

𝑑𝑡
1/(𝑛+1)

0

 

1/𝑠
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                                                      =     𝑂  
1

𝑛 + 1
    

 𝑛 + 1 𝜁 𝑡 

𝑡
 

𝑠

𝑑𝑡

1

(𝑛+1)

0

 

1

𝑠

            𝑏𝑦 𝑙𝑒𝑚𝑚𝑎 1. 

Since 𝜁(𝑡) is a positive increasing function and using second mean value theorem for integrals- 

 

𝐼1   =    𝑂  
1

𝑛 + 1
 𝜁  

1

𝑛 + 1
   

1

𝑡𝑠
𝑑𝑡

1/(𝑛+1)

𝜖

 

1\𝑠

 

                                     =   𝑂  𝜁  
1

𝑛 + 1
    

𝑡−𝑠+1

−𝑠 + 1
 

𝜖

1

𝑛+1

 

1/𝑠

 

For some 0 ≤ 𝜖 ≤
1

𝑛+1
. 

                                     =   𝑂  𝜁  
1

𝑛 + 1
    𝑛 + 1 1−

1

𝑠  

                                    =    𝑂   𝑛 + 1 
1

𝑟𝜁  
1

𝑛 + 1
                𝑆𝑖𝑛𝑐𝑒 

1

𝑟
+

1

𝑠
= 1 

Now consider  

 𝐼2   ≤     𝜙(𝑡)  𝜅𝑛 (𝑡) 
𝜋

1/(𝑛+1)

 

Using Hӧlders inequality  

 𝐼2    ≤    
𝑡−𝜄  𝜙(𝑡) 

𝜁(𝑡)
 

𝑟

 𝑑𝑡
𝜋

1/(𝑛+1)

 

1/2

 

                                      =    
𝜁 𝑡  𝜅𝑛 𝑡  

𝑡−𝜄
 

𝜋

1

(𝑛 +1)

𝑠

𝑑𝑡 

1/𝑠

 

                                      =     𝑂  𝑛 + 1 𝜄    
𝜁 𝑡  𝜅𝑛 𝑡  

𝑡−𝜄
 

𝑠

𝑑𝑡
𝜋

1

(𝑛+1)

 

1/𝑠

 

  

                                      =     𝑂  𝑛 + 1 𝜄    
𝜁 𝑡 

𝑡1−𝜄
 

𝑠

𝑑𝑡
𝜋

1

(𝑛+1)

 

1/𝑠

    , 𝑏𝑦 𝑙𝑒𝑚𝑚𝑎 2 

Now putting  𝑡 =
1

𝑥
  , and 𝑑𝑡 = −

1

𝑥2 𝑑𝑥 

𝐼2  =     𝑂  𝑛 + 1 𝜄    
𝜁 1/𝑥 

𝑥 𝜄−1
 

𝑠
𝑑𝑥

𝑥2

(𝑛+1)

1/𝜋

 

1/𝑠

 

Since ζ(t) is a positive increasing function and using second mean value theorem for integrals  

𝐼2  =   𝑂   𝑛 + 1 𝜄𝜁  
1

𝑛 + 1
    

𝑑𝑥

𝑥𝑠 𝜄−1 +2

 𝑛+1 

𝜂

 

1/𝑠

,       𝑓𝑜𝑟 𝑠𝑜𝑚𝑒  1 𝜋 ≤ 𝜂 ≤ (𝑛 + 1)  

      =    𝑂   𝑛 + 1 𝜄𝜁  
1

𝑛 + 1
    

𝑑𝑥

𝑥𝑠 𝜄−1 +2

 𝑛+1 

1

 

1/𝑠

,       𝑓𝑜𝑟 𝑠𝑜𝑚𝑒  1 𝜋 ≤ 1 ≤ (𝑛 + 1)  
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                             =    𝑂   𝑛 + 1 𝜄𝜁  
1

𝑛 + 1
    

𝑥𝑠 1−𝜄 −1

𝑠 1 − 𝜄 − 1
 

1

𝑛+1

 

1 𝑠 

 

                             =    𝑂   𝑛 + 1 𝜄𝜁  
1

𝑛 + 1
    𝑛 + 1  1−𝜄 −1 𝑠   

                             =    𝑂  𝜁  
1

𝑛 + 1
    𝑛 + 1 1−1 𝑠   

                             =    𝑂   𝑛 + 1 1/𝑟𝜁  
1

𝑛 + 1
   ,      𝑆𝑖𝑛𝑐𝑒     

1

𝑟
+

1

𝑠
= 1 

Combining 𝐼1 and 𝐼2 yields- 

 𝐶𝑛
2𝐸𝑛

𝛿 − 𝑓   =   𝑂   𝑛 + 1 1 𝑟 𝜁  
1

𝑛 + 1
   

Now using 𝐿𝑟- norm, we get  

 𝐶𝑛
2𝐸𝑛

𝛿 − 𝑓 
𝑟

 =       𝐶𝑛
2𝐸𝑛

𝛿 − 𝑓 
𝑟
𝑑𝑥

2𝜋

0

 

1 𝑟 

 

                                                =        𝑛 + 1 1 𝑟 𝜁  
1

𝑛 + 1
  

𝑟2𝜋

0

𝑑𝑥 

1 𝑟 

 

=    𝑛 + 1 1 𝑟 𝜁  
1

𝑛 + 1
     𝑑𝑥

2𝜋

0

 

1 𝑟 

  

=     𝑛 + 1 1 𝑟 𝜁  
1

𝑛 + 1
   

This completes the proof of the theorem. 

6. Some particular cases 

1. If 𝜁 𝑡 = 𝑡𝛼  , 0 ≤ 𝛼 ≤ 1 then 𝐿𝑖𝑝 𝜁 𝑡 , 𝑟  class 𝑟 ≥ 1, reduces to 𝐿𝑖𝑝(𝛼, 𝑟) class, then the estimate  

error of function (signals) by  𝐶, 2 (𝐸, 𝛿) means is given by 

 𝐶𝑛
2𝐸𝑛

𝛿 − 𝑓  = 𝑂  
1

𝑛𝛼−1 𝑟 
 ,      1 𝑟 < 𝛼 < 1.                                          (6.1)         

2. If 𝛿 = 1 then the estimate error of function (signals) belonging to 𝐿𝑖𝑝{𝜁 𝑡 , 𝑟} class by  𝐶, 2 (𝐸, 1) 

means is given by 

 𝐶𝑛
2𝐸𝑛

1 − 𝑓 = 𝑂  𝑛1 𝑟 𝜁  
1

𝑛
  .                                                               (6.2) 

3. If 𝑟 → ∞ in case (I), then 𝑙𝑖𝑝(𝛼, 𝑟) class reduces to the class 𝑙𝑖𝑝𝛼, then the estimate error of function 

(signals) by  𝐶, 2 (𝐸, 𝛿) means is given by 

 𝐶𝑛
2𝐸𝑛

𝛿 − 𝑓 = 𝑂  
1

𝑛𝛼
  ,          0 < 𝛼 < 1                                             (6.3) 
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