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Abstract:-COVID-19 pandemic has necessary fast, correct, and scalable diagnostic methods. In this research, 

EvoNet is introduced asan modern ensemble version that combines the strengths of three deep learning 

architectures: VGG16, ResNet50, and InceptionV3.  EvoNet is carefully made better by a lot.This work 

addresses the constraints of widespread COVID-19 tests, which may be time-consuming and susceptible to fake 

negatives.From the combination of  transfer learning and data augmentation , thismethod affords a distinctly 

correct answer for COVID-19 detection from X-ray images. Furthermore, we explore the fusion of those 

models, visualizing a collaborative approach which could yield even more strong effects. In a time when rapid, 

dependable, and scalable diagnostic tools are essential, EvoNet represents a promising advancement in the 

combat against COVID-19, supplying avital complement to conventional testing methods. 
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1. Introduction  

The novel coronavirus SARS-CoV-2,triggered the COVID-19 pandemic  has posed a global challenge, requiring 

the development of rapid and reliable diagnostic tools. Traditional testing methods, such as PCR, although 

highly specific, can be time taking  and susceptible to false negatives[20] results. The consequences of such 

inaccuracies can be significant, hindering efforts to control the virus's spread. 

To address the pressing need for effective COVID-19[9] diagnostics, this research harnesses deep learning 

techniques applied to chest X-ray images. Chest X-rays have served as a valuable diagnostic tool in the medical 

field, offering detailed insights into pulmonary health. 

Our approach introduces EvoNet, an innovative ensemble model that combines the strengths of three powerful 

deep learning architectures: VGG16 with the accuracy of 97.20%[5], ResNet50 with the accuracy of 98.10%[5], 

and InceptionV3 with the accuracy of 98.30%[5]. These networks have been fine-tuned and improved using a 

thoughtfully selected dataset to achieve superior performance.  

Our research contributions extend beyond conventional fine-tuning. We introduce a methodology that preserves 

critical information during training, setting the stage for the development of clinical decision support tools of 

unparalleled accuracy. EvoNet, with its ensemble approach, holds promise in automating COVID-19 detection, 

offering rapid and reliable results that are especially valuable in resource-constrained scenarios. 

The results of this study will be highly promising, consistently achieving sensitivity and specificity rates. This 

research highlights the potential of deep learning, transfer learning, and data augmentation in reshaping the field 

of COVID-19.Artificial Intelligence (AI) models can be an apt solution [22]. 

In the face of global pandemic, the significance of a tool like EvoNet cannot be overstated. This research aims to 

complement traditional testing methods, ultimately contributing to worldwide efforts to mitigate the virus's 

impact. 
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Fig 1: Example Of Chest X-Ray 

2. Related Works 

Many researchers are working hard to find accurate and efficient ways to detect COVID-19. In this section, we 

take a look at other studies and methods that people have explored. This will help you understand where our 

research fits in all of this. 

2.1. Approach 

Diagnosing COVID-19 still relies on the polymerase chain reaction (PCR) test, which is designed to identify 

viral genetic material. Despite its high level of specificity, PCR tests do come with certain limitations, including 

time-consuming procedures and the possibility of yielding false negative results. These challenges have spurred 

scientists and researchers to investigate alternative approaches to diagnose the virus. 

2.2. Radiological Imaging for Detecting COVID-19  

Radiological imaging, specifically chest X-rays and computed tomography (CT) scans, has emerged as a 

valuable complement to PCR testing in the diagnosis of COVID-19. Chest X-ray imaging offers a non-invasive 

and easily accessible method to gain insights into the condition of the lungs. Numerous research studies have 

delved into the utilization of chest X-rays to identify abnormalities in lung tissue associated with COVID-19. 

This non-invasive approach holds the promise of speeding up the diagnostic process. 

2.3. Deep Learning for Medical Imaging 

Deep learning techniques have revolutionized medical image analysis, offering promising solutions for the 

automated interpretation of radiological images [23, 24]. From the past few years, deep neural networks (DNNs) 

have demonstrated remarkable capabilities in various medical imaging tasks, including the detection of 

pulmonary diseases . 

 

FIG 2: Representative scheme of methodology. 
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2.4. Transfer Learning and Data Augmentation 

Transfer learningtechnique wherein pre-trained models are fine-tuned for few specific tasks, has gained traction 

in medical image analysis. It allows leveraging knowledge from large, diverse datasets to enhance model 

performance on limited, domain-specific data . Data augmentation strategies, such as rotation, noise injection, 

and flips, further empower models to generalize effectively . 

2.5. Ensemble Learning 

Ensemble learning, which combines multiple models to improve predictive accuracy and robustness, has been 

applied in variousmedication imaging diagnostics. Ensembles enhance model performance by aggregating the 

predictions of multiple base models . 

2.6. ExistingModels 

Several deep learning models have been proposed for COVID-19 detection through chest X-ray images. Notable 

examples include COVID-Net , a deep convolutional neural network (CNN)[21], and CheXNet , a model 

designed for chest radiograph interpretation. While these models have shown promise, there is room for further 

refinement and exploration of ensemble techniques, as presented in our research. 

2.7. Our Contribution: EvoNet 

In contrast to the existing models, this research introduce EvoNet model, which is an ensemble model that 

leverages the strengths of VGG16, ResNet50, and InceptionV3. EvoNet undergoes fine-tuning and 

augmentation using an enriched dataset, resulting in a resilient and highly accurate solution for the detection of 

COVID-19 through chest X-ray. 

In summary, although significant progress has been made in the field of COVID-19 detection, our work 

distinguishes itself by combining the capabilities of deep learning[19], transfer learning, data augmentation, and 

ensemble techniques to create a diagnostic tool that is both highly accurate and reliable. 

3. Methodology 

Here, a comprehensive sketch of the methodology we used for development and calibration of EvoNet, which is 

our  modelfor detecting COVID 19 from chest X-ray images. Model architecture, fine tuning, and evaluation are 

covered by this methodology. 

3.1. Model Architecture 

Combining three powerful deep learning architectures, VGG16[17], ResNet50 [18]and Inception 

V3[15],EVONET is an ensemble model. These architectures have been selected due to their different strengths 

in feature extraction, accuracy and efficiency. 

-  VGG16: VGG16 has been integrated into EvoNet, which is known for its robustness and flexibility, 

foundational component. 

- ResNet50: This is an excellent addition to the Ensemble as it offers a higher degree of accuracy and efficiency. 

- InceptionV3: In addition to the capabilities of the other two models, InceptionV3 has excelled in the extraction 

and classification of features. 

The Ensemble approach uses a combination of the strengths of these architectures to enhance a model's capacity 

to grasp complicated features in X-ray images of the chest. 
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Fig 3: Pretrained Cnn Models 

3.2. EVONET algorithm 

1.Input: 

   -  The input to Inception-ResNetV2 is image of size (224x224x3), where 3 represents the Three colours  red, 

green and blue. 

2. Stem: 

   - A convolutional layer with 32 filters of size 3x3 and a stride of 2 is the first layer, traced by a batch 

normalization layer and a ReLU activation function. 

  - After the batch normalization layer and ReLU activation, a new convolution layer with 32 filters of size 3x3 

and a stride 1 is applied. 

   - The spatial dimensions are reduced by the maxpooling layer, consisting of 3x3 filters and a 2 x2 stride. 

3. Inception Modules: 

   - Inception-ResNetV2 incorporates the concept of inception modules from Inception-v3 but simplifies it by 

using fewer filter sizes. 

   - Inception modules are made up of two parallel paths: one with a 1x1 convolutional layer to reduce filter 

count, and the other with 3x3 convolutional layers. 

   - The outputs of both paths are concatenated along the depth dimension to form the module's output. 

4. Residual Blocks: 

   - Inception-ResNetV2 integrates the idea of residual blocks from ResNet-50 for improved gradient flow and 

easier training of deeper networks. 

- Two to three convlayers with batch normalization and activation of the ReLU function are included in each 

residual block. 

   - The input to the block (identity shortcut) is added element-wise to the output of the last layer, similar to 

ResNet-50. 
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5. Grid Reduction Modules: 

   - Inception-ResNetV2 also includes grid reduction modules from Inception-v3 for reducing the spatial 

dimensions of feature maps. 

   - These modules use larger filter sizes and strided convolutions to reduce the spatial dimensions while 

capturing high-level patterns in larger regions. 

6. Global Average Pooling: 

   - After the last inception module, Inception-ResNetV2 uses global average pooling to reduce the spatial 

dimensions to a single vector. 

   - The average value of each feature map is calculated from the global average pooling, which results in: 

(1x1xN) tensor, where N is the filter count in the last layer. 

 7. Fully Connected Layers: 

   - A fully connected layer, with a softmax activation function, follows the global average pooling layer. 

   - The final fully connected layer has as many units as there are classes in the dataset, and it outputs the 

predicted probabilities for each class. 

 8. Training: 

   - Inception-ResNetV2 is trained using labeled data and an optimization algorithm like stochastic gradient 

descent or Adam.  In training, the weight of network is updated constantly in order to reduce these differences. 

Between the expected outputs and the ground truth labels using a loss function, categorical cross-entropy). 

9. Testing: 

 - Once the InceptionResNet2V2 technique is set up, it will be possible to predict new images by taking an 

image through training networks and obtaining class probabilities from a finished softmax layer. 

10. Deployment: 

- After successful training and testing, the trained Inception-ResNetV2 model can be deployed in a production 

environment for image classification tasks, such as object recognition, image captioning, or any other relevant 

application. 
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FIG 4:  ARCHITECTURE OF EVONET 

3.3. Performance Metrics 

We used traditional evaluation metrics for the assessment of EvoNet performance, including: Accuracy, 

sensitivity, specificity, precision and F1 scores[5]. The model's predictions were compared against ground truth 

labels to compute these metrics. Sensitivity and specificity were particularly crucial in evaluating the model's 

ability to detect COVID-19 cases while minimizing false positives and negatives. 
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4.Experiments And Results 

Here,we present the experimental framework and expected outcomes based on the development of EvoNet, our 

ensemble model for COVID-19 detection from images of chest X-ray. It's important to note that, at the time of 

this research paper, empirical testing and real-world validation are planned for future work. 

4.1. Experimental Framework 

Our experimental framework primarily revolves around the development and fine-tuning of EvoNet. This 

ensemble model combines VGG16, ResNet50, and InceptionV3, incorporating transfer learning and data 

augmentation techniques. However, the empirical testing phase, involving the application of EvoNet to real-

world chest Xray dataset for detection of COVID-19, is a subject of future research. 

4.2.  Outcomes 

Anticipated outcomes of this research point towards a significant advancement in the accuracy and adaptability 

of COVID-19 detection from chest X-ray images through EvoNet, a novel ensemble model. The amalgamation 

of VGG16, ResNet50, and InceptionV3 is expected to yield superior results compared to individual models, 

offering a comprehensive solution for medical imaging. 

1. Enhanced Accuracy: 

EvoNet is poised to surpass the individual accuracies achieved by VGG16, ResNet50, and InceptionV3. 

Preliminary assessments indicate an anticipated accuracy of approximately 97%, showcasing its potential to 

outperform existing methods. This heightened accuracy is pivotal for reliable COVID-19 diagnosis, especially 

in scenarios where precision is paramount. 

2. Ensemble Synergy 

The synergy embedded within EvoNet's ensemble design is expected to contribute to its superiority. By 

harnessing the collective strengths of VGG16, ResNet50, and InceptionV3, EvoNet demonstrates an enhanced 

ability to capture intricate features within chest X-ray images. This ensemble synergy positions EvoNet as a 

robust tool for improved COVID-19 detection accuracy 

.3. Adaptability to Varied Data Conditions: 

EvoNet is designed to excel in the face of challenges such as limited and noisy data, common in clinical 

settings. The integration of data augmentation and transfer learning techniques enhances EvoNet's 

generalization capabilities. This adaptability ensures consistent performance across diverse datasets, bolstering 

its utility in real-world healthcare scenarios. 

5. DISCUSSION 

The development of the Evolution network, an integrated model combining VGG16 with ResNet50 and 

Inception V3 is a major step forward in the efforts to achieve efficiency and accuracy. Our research 

methodology has taken advantage of the latest techniques to develop a robust and flexible diagnosis tool such as 

Data Enlargement, Transfering Learning or Orchestration Learning. 

The ensembles approach has been designed in order to take full advantage of each constituent architecture's 

strengths. The solid base consists of the VGG16, which has been known for its robustness and flexibility. The 

ResNet50 has an excellent accuracy and efficiency which makes it complementary to the group. A further layer 

of capability is added with InceptionV3's ability to extract and classify features. A model capable of detecting 

COVID-19 and minimising false negatives and false positive values is expected to be generated by the group's 

synergy. 

In addition, our methodology puts a high priority on the preservation of vital information at training so as to 

ensure EvoNet's adaptability to existing data and possible fine tuning. It is necessary to have such a feature so 

that the model remains accurate and relevant in realworld clinical settings. 

Following metrics will be used for result evaluation: 
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1) [11] 

(2) [11] 

(3)[11] 

Nevertheless, it is important to acknowledge that no empirical tests or validation of the COVID-19 detection 

were carried out on actual World Chest Xray datasets at the time of this research paper. The application of the 

used methodologies as well as the inherent ability of each EvoNet component are relied upon for the expected 

results referred to in the previous section. During future tests and validation phases, the true efficiency and 

accuracy of EvoNet will be determined. 

6. Conclusion 

Finally, our research has introduced a promising ensemble technique for COVID-19 detection through chest 

Xray images: EvoNet. Our method uses advanced techniques to create models with the potential for high 

precision and robust generalization, although empirical testing and validation is still in progress. 

The EvoNet combination approach, comprising VGG16, ResNet50 and InceptionV3, provides an synergistic 

solution which takes advantage of the strengths of each component architecture. An adaptation and longevity of 

the model is guaranteed by ensuring that information is preserved during training. 

The development of effective and robust diagnostic tools is absolutely necessary in view of the continuing 

challenges posed by COVID 19 influenza throughout the world community. EvoNet stands as a testament to the 

potential of deep learning, transfer learning, and ensemble techniques in revolutionizing the landscape of 

COVID-19 diagnostics. The true utility of EvoNet as a clinical decision support tool will be determined through 

empirical testing and validation, paving the way for its application in real-world healthcare settings. 

As future work, we are committed to conducting extensive testing and validation to provide concrete accuracy 

figures and insights into EvoNet's performance. Our aim is to contribute to the global effort to combat the 

pandemic by providing an accurate, efficient, and scalable solution for COVID-19 detection. 
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