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Abstract:- In Automated speech recognition of the system performance is crucial and important to satisfy multiple
requirements of HMI and, more recently, even in loT-related applications as well. Concurrently, there has been
an increase in demand for detecting strong critical features derived from speech utterances. This paper presents a
performance of the developed machine learning algorithms with respect to audio digit speech recognition and
classification. The prepared dataset contains a free range of words (from 1 to 10) from speakers of different age
groups. The Audacity software used for preprocessing the audio files that includes removal of noise included in
the signal and trimming the silence on either side of the word utterance. audio signal sampled at fs = 48kHz.We
have developed four Al Models to recognise the word utterances. Audio signals are processed separately and
derived two unique feature sets that includes statistical features set and singular values by performing SVD related
to word utterances. The cepstral values for each utterance are obtained from state-of-the-art MFCC. Variance-
covariance matrix is calculated from the generated MFCC matrix. The diagonal values which form the variance
are recorded and denoted as feature set-1 for the word utterance and inputted to the machine learning algorithms.
Performance matrices of the developed models are recorded. To keep the computational bottleneck associated
with the use of feature sets to minimum, dimensionality reduction is carried out by applying singular value
decomposition to the extracted MFCC matrix. The derived set of singular values considered as feature set-2 is
used to train and test the developed Al models with a ratio of 70:30. We presented and discussed the performance
and results produced by MLP, KNN, SVM, Random Forest algorithms. In comparison, MLP and Random Forest
were found to show excellent performance on both feature sets with 100% training accuracy and 99% test
accuracy.

Keywords- Human machine interface (HMI), Mel frequency cepstral coefficient (MFCC), Singular value
decomposition (SVD), Multilayer Perceptron, Random Forest.

1. Introduction

Speech is a major method of communication to convey the information or the internal feelings of human
sometimes more than the text. Speech Signal is concerned with improving speech quality, especially for HMI
applications. Automated speech recognition is studied and investigated by researchers for many years with the
goal of realizing machines/robots that can recognize speech and follow instructions or commands. Comparison of
speech waveforms is often very difficult with respect to amplitude variations and even the phase can change
according to transmission and recording systems, it is desirable to remove the phase components from speech
wave. Therefore, short time spectral density is usually extracted at short intervals for analysis. It is known that
during these short interval’s speech is considered to be statistically stationary.

To facilitate Human Machine Interface, the system must be designed to be user friendly and must exhibit higher
degree of accuracy. Speech recognition techniques involve speech signal pre-processing. filtering, sampling and
applying transformations to suppress or remove the redundant and unwanted part buried in signal of interest while
preserving the information content. Though many methods available for extracting speech features, the most
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widely used method is to extract MFCC (Mel Frequency Cepstral Coefficients).[4]-[7], which is state of the art
because it mimics human speech perception. If we need to track speech dynamics with cepstral coefficients, for
example trajectory of MFCC coefficients over time. We can also determine the velocity coefficient (derivative J)
and the acceleration coefficient however computation complexity will increase. Moreover, to extract the main
features of speech and reduce the computational complexity, we have to apply dimension reduction techniques
like, differential transformation matrices or PCA (Principal Component Analysis) or SVD (singular value
decomposition) to obtain significant features.

For audio isolated word recognition, where the wavelet transform is used for feature extraction, it reduces the
computational complexity of the neural network by minimizing the utterance of word into a lower-dimensional
feature vector [11]. Specifically, to distinguish spoken words or digits, we need to obtain statistical information
associated with the signal to serve the purpose. The extracted salient features are labelled acoustic feature vectors
fed as input to a ML algorithm and labelled known data considered output. In this work, we implemented four
different algorithms i) Random Forest ii) SVM iii) KNN and iv) MLP. However, Deep Neural Network requires
a large training dataset to perform classification and prediction. For a multi-class problem like in our work,
considering the volume of the database, MLP proved to be the most appropriate classification technique intended
for limited dataset records. This work find finds its applications in areas such as HMI, 10T, Robotics and speech
recognition engines etc.

2. Objectives

ASR systems have principally focused on phoneme, word, hence sentence decoding and identification of speaker
using various algorithms and techniques like LPC [8] [13] with Hidden Markov Model [14][16][18][20] where
they predict the output based on expectation maximization by reducing error. The ASR systems and speaker
identification application includes auto correlation analysis and LPC analysis [8],[13],[12], it is revealed that
features extracted using MFCC perform better compared to LPC [9] in speech recognition. With regard to acoustic
feature extraction, researchers used Mel Frequency Cepstral Coefficients, since cepstral coefficients mimics
human perception [2],[8],[4],[5],[10],[13]. In ASR systems, Hidden Markov model initially used in the prediction
of speech utterances [14], where in the phoneme is considered the basic unit of speech, the combination of
phonemes forms the word utterance. HMM states are generated for a word conferring to the transition probabilities
during training process. In the test cycle, for the given input, the probability that a target sequence is generated
from each word vocabulary is calculated, and identification is made based on the highest accumulated probability
value. Traditionally, ASR systems been developed using HMM with Gaussian Mixture output distribution, but
have been found to produce diminishing returns and also accuracy [17], mainly due to fact that the training phase
is complicated and computationally demanding, and any misalignment of the states, which can cause a
malfunction in the recognition phase [14],[16],[18]. Applying machine learning algorithms found to be a
replacement for HMMs to improvise the performance of ASR systems, as it holds the promise of substantially
improving ASR generation by rigorously checking the efficiency of advanced strategies [1],[3],[4]-

The researchers applied different machine learning algorithms/Models and found markable success in
classification of spoken speech signals as applied to speech detection and also speaker identification systems with
considerable accuracy ranging from 70 to 98% depending on the language used and the algorithms. Methods and
algorithms that can be followed for speech processing are well described in [19].

The set Objectives are:
1. To extract significant features, specifically statistical features, from audio speech utterances.
2. To develop Al models for recognition and classification of word utterances.
3. Compare the performance of developed Al models

3. Proposed Methodology

In principle, most ASR systems aimed to incorporate a feature selection and extraction block as the main module.
In the course of feature extraction, short segments of speech (30-40 ms) are taken from the utterance of a word in
sequence. The vocal tract shape almost remains constant hence in this period speech is considered to be
statistically stationary. The feature extraction module is constructed to extract the significant features that
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ultimately aid the word recognition. The speech features are derived using the MFCC model. Here, the system
aims to convert the speech wave into a parameter shape for further investigation, as mentioned, we are considering
short segments of speech, so due to the restricted number of samples, we will get reliable spectral data, but with
longer duration, speech characteristics will change, therefore the short-time Fourier transform is considered for
speech analysis in the spectral domain. The window that can be used due to its acceptable characteristics will be
Hamming window because it has good sidelobe attenuation. A window overlapping of 25%, which corresponds
to 10ms, provides a smooth transition and prevents spectral distortion. Windowing operation is expressed in (1).
If w(n) represents a window defined for 0 <n <N -1, where N denotes total samples in each segment, then the
windowing process results in

y(m=x(m).wn) 0<n<N-1 O
Hamming window formed from the cosine term is showed in Equation (2).
w(n)=0.54-0.46 cos[2nm/(N-1)] 0<n<N-1 @

Here, N represents total samples in the block. The phases used feature extraction, recognition and classification
of digit utterance is portrayed in Figure 1. and Figure 2.

3.1 Mel Frequency Cepstral Coefficients:

The steps for obtaining the MFCC coefficients for speech is represented in Figure 1. It is known that human
generated speech will be in around 4 kHz range, which includes almost all the human speech sound energy, so a
typical sampling frequency of 8 kHz is sufficient. In our experiments, the sampling frequency is considered to be
48 kHz, since it is compatible with most of today's modern machine interface systems. The MFCC is chosen
because it mimics the functional characteristics of human ears and sound perception, i.e., MFCC has a linear
response up to 1000 Hz and becomes logarithmic after 1 kHz.

Continuous Frame Frame Spectrum
— i Windowing —» FFT
Blocking
Speech

Mel frequency

MFCC -—
DCT p——| Log() [« Wrapping

Figure 1. MFCC from continuous speech signal
MFCC Procedure involves following steps

1. Segments of speech from a full speech consecutively and process each segment to obtain reliable
features.

2. FFTis applied to windowed signal to convert each segment of N samples to spectral domain to examine
the spectral content.

3. For each individual tone signal with real frequency f, a subjective pitch or frequency is determined using
the "Mel" scale.

4. The equation for frequency mapping from linear scale to Mel scale is expressed in (3).
M(f) = 1125 in (1 + L) ©)
5. To obtain the original frequency, the inverse equation is given by (4).

M~1(m) = 700 (exp(%) 1) @)
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Mel scale is a linear frequency scale below 1 kHz and a logarithmic scale above 1 kHz. A way to mimic
a Mel spectrum is to use a filter bank, which is a sequence of triangular BPFs, individual filter being in
a filter bank and center frequencies evenly spaced on the Mel scale. The space between the center
frequencies and the bandwidth is determined by a constant interval of Mel frequencies. To calculate the
strength of a filter group, we multiply each filter group by power spectrum and then add the coefficient.

The MFCC set is obtained by applying DCT. DCT is needed to decorrelate the filter bank coefficients.
Denoting those Mel coefficients of power spectrum resulting from the last step as

Se k=123, ... K we can calculate MFCC i.e., ¢, is expressed in (5)
& = YX_.(log$)) cos [n (k - %) %] (5)

In each frame, the sound feature vector consists a total 13 selected real scalars, we achieved quite good results
using only the selected number of cepstral coefficients and we wanted to keep number of elements as low as
possible to lessen computational complexity, velocity and acceleration coefficients, hence lower dimension space.

3.2 Feature extraction:

3.2.1 Statistical Variance extraction

The first element is omitted from the generated MFCC coefficients because it contains information related to the
energy content rather than the configuration of the vocal tract and thus the acoustic vector sequence, which forms
a matrix of MFCC coefficients/features with 13 columns and the number of occupied rows depending on the
length of the statement.

Audio file )

(Digit utterance) ! Sampling | Windowing | MFCC

Eliqit L;tterance MLP with 3 Variance Co-Vari
assification Hidden Of -Variance

And Recognition ¢ Layers, tanh - C1to C13 o Matrix

Figure 2. Steps followed in Digit Utterance Recognition

Steps followed Digit utterance classification and recognition are

1.

To obtain its statistical variations on selected variables, a covariance matrix is created from the obtained
MFCC matrix.

A general representation of covariance considering two random variables is shown in equation (6).
COV(X,Y) = — B, (x; — ECO)(vi — E(Y)) (6)

The statistical variance is obtained by extracting the diagonal elements arranged in descending order to
form a feature vector from the covariance matrix.

The post-processed feature vector is referred to here as MFCC and is tabulated in a .csv file indicating
the acoustic vector input variables against the labelled known output. Figure 3 depicts the sample of
variance features C1 to C13 for digit utterance 3 and 5.

Figure 2 depicts the steps followed for digit word utterance recognition and classification.

6a. Apply MLP to features from step4 with 3 hidden layers with ‘tanh’ activation function and hyper
parameter tuning.
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6b. Get Al model performance metric.

7. Repeat step 6 for KNN, SVM, Random Forest algorithm

8. Output: Evaluation of classification results and comparing the Al model performance.

Variance of Digit THREE Variance of Digit FIVE
(5}
@ =4 -
8 30 g 20 1
.8 25 = ]
T S 15 ]
- %,
g 15 = 10 4
210 g ]
3 Hn 07
) ]
0 0
1 23 456 7 8 9 10111213 1 2 3 456 7 8 9 10111213
Features (Variables) Features (Variables)

Figure 3. Statistical Variance features for digit utterance 3 and 5
3.2.2 SVD feature extraction

We have prepared another feature set for the dataset considered by applying singular value decomposition on over
extended matrix and this basically minimise the dimensionality of the problem. SVD will decompose the input
matrix into set of orthogonal matrices and a diagonal matrix, and the equation is shown in (7)

A=USVT @

Here ‘A’ is the MFCC matrix. ‘U’ is an orthonormal matrix (matrix of m x n orthonormal eigenvectors of AAT).
“V’ is an orthonormal matrix (the transpose of an n x n matrix containing the orthogonal eigenvectors of ATA).
‘S’ is a diagonal matrix containing the singular values arranged in descending order to form acoustic vector. The
singular values are the square root of the eigenvalues. SVD decomposes the data matrix (not necessarily a square
matrix) into a low-level matrix. A further approximation is obtained by keeping an optimal number of singular
values that are arranged in descending order (61 > 62 > 63 ....> op) and removing all redundant values smaller
than op which contains very less information. A set of features obtained from SVD analysis was found to enhance
the accuracy of word recognition. We treated the singular values as a data matrix to reduce the computational
complexity and populated them into a .csv file containing the labelled inputs and output for the entire selected
data set. Figure 4 displays the sample of the SVD singular values obtained for digit utterance 3 and 7.

Steps for audio digit recognition using MLP and KNN on SVM, Random Forest algorithm on SVD features
1. Input: Digit Utterance Audio .mp4 file
2. Audio signal sampling with fs=48kHz.
3. Window using Hamming window w(n)
4. Generate the MFCC coefficient matrix
5. Apply SVD on the overextended MFCC matrix
6. Extract the singular values of chosen variables and arrange in descending order and

populate the obtained acoustic feature in .csv file
7. Ta. Apply MLP to features from step 6, with three hidden layers and an activation function

tanh, hyperparameter tuning.

7b. Get Al model performance metrics
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8. Repeat step 7 for KNN, SVM, Random Forest algorithm

9. Output: Evaluation of classification results and comparing the Al model performance.

Singular values for Digit THREE Singular values for Digit SEVEN
[72]
3 S 200.0 q
= 140 A =
S 120 - >
= = 150.0
< 100 =
=) (@]
2 801 £ 1000
cg 60 - A
> 40 1 & 500 1
(9]
20 -
0 - 0.0
12345678 910111213 1234567 8910111213
Features (Variables) Features (Variables)

Figure 4. SVD features for digit utterance 3 and 7
3.3 Proposed Algorithms
3.3.1 Random Forest Classifier

Random forests are a type of ML algorithm used in classification and regression tasks. It works on the principle
of creating decision trees considering random subset of data. The concept followed is to aggregate the prediction
result from multiple decision trees and produce a final result that is based on an averaging mechanism. Therefore,
it is less prone to overfitting. Random Forest tries to maximize the information gain at each node that is decreasing
entropy, which is seen as increasing the purity of the node. However, it is quite difficult to identify which variable
contributes to higher information gain, and considerably gives good results because we decorate the trees at the
expense of slow training time.

In our work, "entropy" is used as the criterion instead of "gini", and by tuning the parameters through
experimentation, we were able to obtain a substantial improvement in accuracy. Using 1st feature set formed by
taking statistical variance on MFCC covariance against C1 to C10 (by dropping coefficients C11 — C13), with
training and testing ratio of 75:25 and considering equal no of records for testing we have got training accuracy
of 100% and testing accuracy of 95.4%, with mse of 0.045.

The same model when used considering 2" feature set formed from SVD to extract singular values related to
word utterances as shown in figure 4, we have obtained training accuracy of 100% and testing accuracy of 99%
with a mean square error of 0.034.

3.3.2 SVM Classifier

Support Vector Machines (SVMs) are learning models that can be used for both classification and regression
tasks. Uses a subset of training points in the decision function (called support vectors), it is memory efficient.
SVMs work by mapping data points into a higher-dimensional feature space, which lets to capture non-linear
relationships between features and perform complex classifications and regressions. SVM is based on statistical
approaches. We have used SVM model with a C value of 1.5, linear kernel and using 1st feature set C1 to C10
(by dropping coefficients C11 — C13), with train and test ratio of 80:20 and considering equal no of records for
testing we have got training accuracy of 98.9% and testing accuracy of 92.8%, with a mean square error of 0.072.
The same model when used considering 2" feature (SVD) we have obtained training accuracy of 98.6% and
testing accuracy of 97% with a mean square error of 0.032.

3.3.3 KNN Classifier

K-Nearest Neighbor is a supervised machine learning class, the data to be predicted is assigned to a cluster of
centroids, based on the similarity measure i.e., the distance function. KNN provides highly adaptive behaviour
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and optimal in the large sample limit. The disadvantage is that it is computationally intensive and requires a lot of
storage since it has to memorise the trained data.

KNN is a traditional classification method and requires no training effort, it strongly depends on the quality of
measurements between samples, noise can easily affect the performance of this classifier. The distance function
used here is Euclidean distance, shown in Equation (7), which is useful in a low-dimensional dataset.

deuclidean (X, y) = Y Zi(xi - Yi)z (7

where x and y are n-dimensional vectors and denoted by x = (x1,x2,x3 ... xn) , y = (y1,y2,y3 ...yn) represent n
attributes of two records. We also used a KNN classifier for digit utterance recognition on the features set 1 and
2 related to word utterances.

Using KNN on feature set1, we achieved a training accuracy of 86% and a testing accuracy of 78% with a chosen
training to testing ratio of 80:20 and considering the equal number of records. Model is found to exhibit overfit
for the selected set of features, although the model performance is checked for different values of "k" and features
were also selected that has provided good accuracy in other models. Weight and noise can be factors that affect
model performance. Using the same model “w.r.t”. feature set 2 (SVD), we observed a significant increase in F1
scores noticeable in Table 3 and increase in accuracy of 15.4%, depicted in Table 5. We obtained a training
accuracy of 97.8% and a testing accuracy of 93.4% with a root mean square error of 0.097, and the observed
deviation in accuracy between the two phases is 4.4 %, hence optimally a best fit.

3.3.4 Multilayer Perceptron Classifier (MLP)

Multilayer perceptron is a network consisting of an input layer, one or more hidden layers, and an output layer. It
is essentially a feedforward ANN with a supervised learning strategy and using in backpropagation methods, the
network weights are tuned to minimize loss function and achieve convergence [5][16], thereby driving the
prediction error to zero. Multiple layers of MLP with non-linear activation function like tanh and RelLU
differentiate MLP from linear perceptron.

Through experimentation, we found that the rectified linear activation function gives promising results. ReLU is
a piecewise linear function, if the input is positive then the function outputs the input value itself, otherwise the
output will be zero, ReLU is used in hidden layers of MLP. In addition, we also found that tanh as an activation
function showed improved accuracy compared to ReLU, since the derivatives are not monotonic, tanh solves the
dead neurons problem, which is requirement in any backpropagation to diminish the error and hence improve.
accuracy, the results shown show MLP using the tanh activation function. However, the use of DNN requires
large database records for training. In [10] we have experimented using Social Exponential Optimization
Algorithm Based Deep Residual Network for Visual Speech Recognition.

For the above mentioned model implementations, MATLAB is used to develop programs for speech processing
program, to generate MFCC coefficients and extract statistical deviations of significant sign with respect to
pronunciation of digits. The obtained feature set 1(Variance) and features set 2(Singular values) are separately
populated in .csv files. Program is written in python to input the acoustic vectors to MLP. Considering a training
to testing ratio of 70:30. For the 1st feature set, we have obtained a training accuracy of 100% and a testing
accuracy of 99% with mean square error of 0.0096.

The same model when used considering 2nd feature set (SVD) we have obtained training accuracy of 100% and
testing accuracy of 99% with a mean square error of 0.0076. It is clear that MLP perform extremely well,
confusion matrix and classification report is portrayed in table 3 and table 4.

4. Experiments
4.1 Dataset

In our models proposed we have used a dataset of spoken speech digits. The data collection consists of 345 audio
files in .mp4 format consisting of 36 subjects including men and women of different age groups (excluding
children) speaking in ten sentences. The sentence contains utterances with numbers from one to ten, 358 files
from which the spoken utterances are extracted using "Audacity", an audio processing software tool.
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4.2 Experimental results and discussions

In our experiments we have developed four Al Models, Random Forest, SVM, KNN and MLP for recognising
the digit utterances. All the mentioned models are trained and tested for its performance on the constructed feature

sets 1 and 2 as mentioned in section 3.2.1 and 3.2.2.

4.2.1 Considering Feature set 1 (Variance)

We observed that considerably good performance in all the developed models except KNN which has recorded
an accuracy of 78% slightly overfit due noise and hence outliers. It is also known that KNN memorises the training
phase records to identify the test case. Table 1 exhibits the F1 score of the models w.r.t digit utterance. Table 2
depicts the accuracy attained in training and testing phase of the developed models. Figure 6 shows the loss
observed against epochs and hence convergence obtained. Figure 5 exhibits the Performance Assessment of MLP,
Random Forest, KNN, SVM Algorithms on Variance Features. From the obtained classification and accuracy, it

is known that MLP and Random Forest superior performance compared to SVM and KNN.

Table 1. Performance metric F1 score obtained from

100
models for Digit Utterance Recognition on Variance
Feature Set. 95
3 90
o
>
DIGIT F1-Score of the Models on é‘:‘-} 85
DATA Variance Feature set = 80
Random | SVM KNN MLP 2 5541
Forest §7 / ™
) 70 +
1 82 80 80 96 4 65 L \ /
2 84 77 77 95 .0 1
3 100 100 93 100 1 2 3 4 5 6 7 8 9 10
4 100 100 100 100 DIGIT Utterance
o 100 100 71 100 —i— RandomForest (Variance)
6 100 100 75 100 —=—SVM(Variance)
7 9 100 73 100 —o—KNN(Variance)
—e— MLP(Variance)
8 94 83 62 100 .
Figure 5. Accuracy Performance Assessment of MLP,
9 100 88 67 100 Random Forest, KNN, SVM Algorithms on Variance
10 100 100 83 100 Features

The loss curve for MLP classifier for Variance Feature Set Table 2. Performance of Classifiers App“ed to Digit

201

15 4

Utterance Recognition on Variance Feature Set.

Loss
s

0.5 1

0.0 4

100

200

300

Number of epochs

400

Figure 6. Loss against number of epochs in MLP
performance on Variance feature set

Digit | Classifier | Recognition Accuracy | MSE
Data in %
Training Testing
Accuracy | Accuracy
1-10 | Random 100 954 0.045
Forest
1-10 SVM 98.9 92.8 0.072
1-10 KNN 86 78 0.463
1-10 MLP 100 99 0.009
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4.2.2 Considering Feature set 2 (SVD)

The confusion matrix shown in Table 3 exhibits the uttered digit recognition against the test samples using MLP
classifier. The principal diagonal elements depict the degree of predicted output against the actual class. Although
considerably good level of classification is observed in all the testing cases, however mis classification is seen in
test case for the digit 6 with testing cases 13. Table 4 displays the detailed classification report wherein the
obtained flscore can effectively be considered against the chosen dataset. Figure 8 shows the loss curve against
the epochs and convergence. Table 5 shows F1 score obtained from models for Digit Utterance Recognition on
SVD Feature set. Figure 7 portrays Performance of MLP, Random Forest, KNN, SVM Algorithms on SVD
Features. Table 6 depicts the accuracy attained in training and testing phase of the developed models. On
comparison between the accuracy attained by using Random Forest, KNN, SVM and MLP algorithms. The
developed Al models exhibited good performance using feature set 2 compared to feature set 1, since singular
value decomposition, will decompose the given over extended MFCC feature matrix into orthogonal set that forms
independent unique vectors along with greatest set of singular values.

Table 3. Confusion Matrix for Digit Table 4. Classification-Report for Digit Utterance
Classification Using MLP on SVD features Recognition Using MLP on SVD features.
CI;\éISetrlc Precision | Recall |fl-score [Support
PREDICTED BY MODEL 1 1.00 1.00 1.00 14
1 2 3 4 5 6 7 8 9 10 2 1.00 1.00 1.00 14
fA 4 1.00 1.00 1.00 14
w)
< 201400000000 5 100 | 100 | 1.00 14
o 300140000000 6 1.00 0.92 0.96 13
X 400014000000 7 0.93 1.00 0.97 14
,2 5 000 011400000 8 1.00 1.00 1.00 13
2 6 0000 0121 00 0 9 1.00 1.00 1.00 14
7 00 0 00 014 0 0 O 10 1.00 1.00 1.00 14
accuracy 0.99 138
g 8 8 8 8 8 8 8 103 1(; 8 macro avg 0.99 0.99 0.99 138
10000000000 14 w:\llghted 0.99 0.99 0.99 138
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Table 5. Performance metric F1 score obtained

from models for Digit Utterance Recognition on
SVD Feature Set.
>
DIGIT | F1-Score of the Models on §
DATA | SVD Feature set 3
<
Random | SVM KNN MLP s
Forest 3‘2
D
1 100 100 100 100 S 86 -
X g4 |
2 100 100 91 100
3 9% 100 |88 100 82 1
80 -
4 100 100 100 100 1 2 3 4 5 6 7 8 9 10
5 26 100 90 100 MLP(SVD) DIGIT Utterances
6 100 100 88 96 —0—KNN (SVD)
7 100 88 95 97 —a— RandomForest(SVD)
8 100 90 100 100 —8-—SVM(SVD)
9 100 95 89 100 Figure 7. Accuracy Performance Assessment of MLP,
10 100 94 94 100 Random Forest, KNN, SVM Algorithms on SVD Features

The loss curve for MLP classifier for Variance Feature Set

Table 6. Performance of the Classifiers Applied to Digit

'l Utterance Recognition on SVD Feature Set.
204
\ Digit | Classifier | Recognition Accuracy | MSE
15 .
" . Data in %
J10 \ Training | Testing
' Accuracy | Accuracy
0.5
\E‘_H___ 1-10 | Random 100 99 0.034
001 : . — Forest
0 100 200 300 400
Number of epochs
1-10 | SVM 98.6 97 0.032
Figure 8. Loss against number of epochs in MLP 1-10 | KNN 978 93.4 0.097
performance on SVD feature set
1-10 | MLP 100 99 0.007

5. Discussion

In this work we have shown that the digit utterances are recognised and classified with an accuracy of 99%. The
experimentation involves considering statistical variance as extracted significant feature from the audio digit
utterance. we have used four classification algorithms namely Random Forest, SVM, KNN and MLP, we have
noticed that MLP and Random Forest models outperform SVM and KNN classifier for the considered dataset.
The margin for tweaking of the KNN classifier's is less, hence performance is restricted, but in MLP classifier
including tuning of hyper parameters, tweaking of weights in hidden layers with back propagation offer larger
scope in reducing the error. It is also experimentally found that by comparing the results use of Feature set 2
(prepared by using SVD) can be considered better than that of statistical variance (feature setl). No overfit or
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underfit observed in the model’s performance except KNN when operated on variance (feature setl) exhibiting
slightly underfit with a deviation of 4.4%. With the observation made on experimental results, it is concluded that
MLP and Random Forest exhibit superior performance in speech digit utterance recognition and classification on
both the feature sets. This work finds applications in HMI/Robotics, also to issue audio command in number
format.
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