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Abstract:

The goal of this comprehensive assessment of the literature is to ascertain the state-of-the-art in machine
learning (ML)-based vehicle safety measure prediction, obstruction estimate, and road traffic analysis the
vehicle-related internet (loV). In particular, we concentrate on confirming the necessity and extent of federated
studying in this area. A decentralized machine learning method called federated learning enables numerous edge
devices to train a shared model together while storing the data locally. We looked through numerous scholarly
databases and a few chosen peer-reviewed papers on the subject. The paper outlines the benefits and future
prospects of federated learning in road traffic analysis and vehicle safety while highlighting the current
drawbacks and restrictions of the conventional centralized ML systems. In addition, we examined the state of
the art studies in federated learning for road traffic analysis at the time and noted any knowledge gaps as well as
potential future study areas. The results of this paper show the extent to which federated learning is required in
the subject of road traffic analysis and vehicle safety, as well as how it can be used to get around some of the
drawbacks of centralized machine learning techniques.

Keywords: deep learning, risk assessment, driving behavior analysis, machine learning, collision prediction,
and traffic accidents.

|. Introduction:

The potential for the "Internet of Vehicles (loV)" to completely transform the transportation sector has drawn
more attention to it recently. A promising technique that can be applied to several loV applications, including
road traffic analysis, obstacle estimation, and vehicle safety measure prediction, is machine learning
(ML).However, the massive volumes of data produced by the Internet of Vehicles are too much for conventional
centralized machine learning techniques to handle [1].In order to increase the accuracy and safety of road traffic
analysis and vehicle safety measures for the Internet of vehicles, federated learning has emerged as a viable
decentralized machine learning technique. It can also overcome the limits of centralized machine learning
approaches. Federated learning keeps the data local while enabling numerous edge devices to work together to
build a common model [2].

The goal of the planned systematic literature review is to confirm the necessity and extent of federated learning
in this field while also examining the state-of-the-art in ML-based road traffic analysis, impediment assessment,
and vehicle safety measure prediction for the Internet of Vehicles. A thorough search of scholarly databases will
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be carried out, and relevant peer-reviewed papers will be chosen. We'll examine the benefits of federated
learning in road traffic analysis and vehicle safety, as well as the drawbacks and restrictions of current
centralized machine learning methods. Furthermore, the field's research gaps and future orientations will be
determined [1].The goal of this systematic literature review is to further the development of machine learning
(ML)-based solutions that are more precise and effective for road traffic analysis, impediment estimate, and loV
vehicle safety measures. The results of this research should help federated learning become more widely used in
the Internet of Vehicles (loV) and enhance the precision and security of road traffic analysis and vehicle safety
measures [3].

I1. Review of Literature:

An important part of research is a review of the literature, which provides a comprehensive overview of the
body of previously known facts as well as gaps in a particular field. A comprehensive assessment of the
literature on "Machine Learning (ML)" based road traffic, vehicle hindrances estimation, and vehicle safety
measure prediction for the Internet of Vehicles (IoV) is presented in this part. Three subsections make up the
structure of the review: review approach, research questions, and review. The process for doing the literature
search and choosing pertinent articles is described in the review strategy. The review's distinct focus and the
reader's guide are furnished by the research questions. The review portion concludes with a thorough analysis of
the chosen papers, emphasizing important discoveries and outlining areas in need of further research. The
purpose of this paper is to present a thorough overview of the state-of-the-art in machine learning (ML)-based
road traffic analysis, impediment assessment, and vehicle safety measure prediction for IOV.We also seek to
identify areas in need of more investigation as well as prospective avenues for future investigation. We
anticipate that this overview of the literature will be an invaluable resource for practitioners, scholars, and
decision-makers interested in using machine learning in the transportation business.

A. Analyze Strategy:

A potential approach to doing a systematic literature review on "Automotive Obstacles and Road
Traffic based on Machine Learning" Calculating and Forecasting Safety Measures for Vehicles for Internet of
Vehicles," which confirms the extent and requirement of Federated learning might entail the following:

1. Specify what the study questions are. Describe the study inquiries depending on the gaps and the goals of the
research recognized in scholarly works. For instance:

* What is the state-of-the-art right now for ML-based road traffic analysis, assessment of obstacles, and
prediction of loV-related vehicle safety measures?

» What are the benefits and potential gains of federated learning for vehicle safety and road traffic analysis in the
Internet of Vehicles?

» What are the current drawbacks and restrictions of conventional centralized machine learning techniques for
loV vehicle safety and traffic analysis?

» In machine learning-based solutions for road traffic analysis, obstruction estimation, and vehicle safety
measures for the Internet of Vehicles, what are the research gaps and future directions?

2. Specify the requirements for inclusion and exclusion: Based on the research questions, specify the inclusion
and exclusion criteria for the literature search. As an illustration, the inclusion criteria can be:

* Research published in peer-reviewed journals or presented at conferences

» Research on ML-based road traffic analysis, assessment of obstacles, and forecasting of safety precautions for
vehicles an loV

* Research that employ federated learning as a method to managing the enormous volumes of data produced by
the loV

Among the possible exclusion criteria are:
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* Research not released in English

* Research not centered on road traffic analysis using machine learning, assessment of obstacles and forecasting
vehicle safety precautions in the loV

» Research that don't employ federated learning as a methodology to manage the enormous volumes of data
produced by an loV

3. Perform the search for literature: Perform the literature look through pertinent scholarly databases like
additionally, "Google Scholar" and "ACM Digital Library" as "Internet Explorer.” Use a combination of
keywords such as "machine learning," "road traffic analysis," "estimation of vehicle hindrances," "vehicle safety
measures,” "Internet of Vehicles," and "federated learning” that are relevant to the study objectives and the
inclusion criteria.

4. Examine the research: Establish the inclusion and exclusion criteria prior to the studies' screening. Screen the
studies first by looking at the title and abstract, and then look through the complete texts of the research that you
have chosen.

5. Take the data out: Take out the pertinent information from the chosen studies, including the goals,
methodology, datasets, machine learning approaches, and findings.

Analyze the information: Apply a methodical analysis technique, like a narrative synthesis or meta-analysis, to
the acquired data. Determine the trends, patterns, and gaps in the literature by contrasting and comparing the
findings of the chosen studies.

7. Draft the review of the literature: Write the review of the literature using the analysis of the chosen studies as
a guide. Subheadings including "ML-based road traffic analysis," "Vehicle hindrances estimation," "Predicting
vehicle safety measures," and "Federated learning" should be included in the literature study. List the main
conclusions from each subsection and offer a critical assessment of the advantages and disadvantages of the
body of current research.

8. Confirm the extent and necessity of federated learning: Using the literature review as a guide, confirm the
extent and necessity of federated learning in ML-based road traffic analysis, obstacle estimate, and vehicle
safety measure prediction for the Internet of vehicles. Determine the research gaps and future directions in this
area and evaluate the benefits and possible advantages of federated learning to conventional centralized machine
learning techniques.

9. Summarize the main conclusions and emphasize the study's contributions to wrap up the literature review
section. Make suggestions for future study and discuss the practical ramifications for creating machine learning
(ML)-based solutions that are more precise and effective for road traffic analysis, obstruction estimation, and
oV vehicle safety measures.

Figure 1: The distribution of articles based on keywords
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B. Questions for Research:

1. What are the difficulties in estimating traffic and vehicle obstructions and forecasting vehicle safety measures
for the Internet of Vehicles utilizing centralized machine learning approaches?

2. In the context of the Internet of Vehicles, how may federated learning be used to solve the shortcomings of
centralized machine learning approaches?

3. In the context of the Internet of Vehicles, what are the drawbacks and possible advantages of federated
learning for vehicle safety and traffic?

4. Which studies currently exist that have applied federated learning to car safety and traffic, and what are the
conclusions and constraints of these studies?

5. In the context of vehicle safety and traffic for the Internet of Vehicles, what are the potential research avenues
and uses for federated learning?

6. In the context of the Internet of Vehicles, what are the ethical and privacy issues surrounding federated
learning, and how may they be resolved?

7. In the context of the Internet of Vehicles, how might federate learning be combined with other cutting-edge
technologies like block-chain to improve road traffic and vehicle safety?

8. How can urban congestion reduction and traffic control be optimized with federated learning?

In order to integrate federated learning with machine learning-based road traffic and vehicle hindrances
estimate and anticipate vehicle safety measures for the Internet of Vehicles, these research issues are crucial to
demonstrating the need and scope of the literature study. These research questions will serve as a foundation for
determining the shortcomings and restrictions of previous research in this field, as well as guide future research
directions and opportunities for boosting road safety, streamlining traffic flow, and boosting vehicle
performance within the context of the Internet of Vehicles. Every one of the 72 articles that were picked was
chosen using pertinent keywords. An analysis was conducted on the frequency of the keywords and the number
of relevant articles. Figure 1 shows the percentage of articles linked to each term.

A further filter applied to the articles based on the kind of publishing (journal, conference, book
chapter, and other items). The distribution of the chosen articles according to their type is shown in Figure 2.
The publisher then evaluated the remaining 72 items; no articles were dropped in this procedure. Additionally, a
thorough analysis of the papers by publisher is shown in Figure 2.Two articles were eliminated in the last stage
of the process when the articles were sorted according to the year of publication. Two further articles were
eliminated after a qualitative synthesis factor assessment of the remaining 72 articles was conducted.The
distribution of the papers by year of publication is shown in Figure 3.

Figure 2 shows how articles are distributed by publishers.

Ratio of Articles by Publishers
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Figure 3: Article fraction by year of publication.

Ratio of articles by Year

4.17%
A — 2017
2018
19.44% ey 2019
2020

] . - 2021
T 2022

C. Analyze
1) Driver Behaviour Assessment Based On Machine Learning

The development of autonomous vehicles and driving safety both depend on the analysis of driver behavior.
This section provides an overview and analysis of current papers that address different approaches to driver
behavior analysis. Tabular 1.This survey of the literature demonstrates the many ways that machine learning
(ML) is being applied to improve road safety.A novel approach called CRTI was suggested by Xiong et al. [4]
to use machine learning and pattern recognition to predict traffic accidents.Jahangiri et al. [5] used basic safety
message (BSM) data from connected vehicles to create an ML algorithm to identify driving behaviors that could
be considered risky. Saleh and others [6] used smartphone sensor data to construct layered LSTM recurrent
neural networks for the purpose of classifying driving behavior.

Gwak et al. [7] used ML algorithms in conjunction with driving performance variables to identify
driver tiredness. An LSTM-NN model was presented by Huang et al. [8] to reproduce real-world traffic flow
features and asymmetric driving behavior. Zhao et al. [9] used probing vehicle (PV) data to look at the travel
habits of senior drivers. An adaptive Forward Collision Warning (FCW) system that reduces the frequency of
false warnings and increases the acceptability of alerts was introduced by Iranmanesh et al. [10]. The review
demonstrates how machine learning (ML) can improve road safety through various means such as accident
prediction, hazardous driving action detection, driving behavior classification, driver drowsiness detection,
replication of real-world traffic flow characteristics, investigation of senior driver travel behavior, and
development of adaptive FCW systems.

A technique for employing smartphone sensors to identify driver distraction was presented by Xie et al.
[11]. Using machine learning techniques, the data gathered from the accelerometer, magnetometer, and
gyroscope sensors on the participants' smartphones was divided into categories for distracted and non-distracted
driving.

With an F1 score of 0.91, the suggested process demonstrated high accuracy and was more exact than
competing techniques. Nevertheless, the study's sample size was small, and external factors that can affect
driver distraction were not taken into consideration. The CADSE system, a smartphone-based driving style
evaluation system, was created by Bejani et al. [12]. Three subsystems make up the system, which classifies
manoeuvres, calibrates smartphone sensors, and assesses driving patterns.Manoeuvres are classified by
ensemble learning, and the distinction between safe and dangerous manoeuvres is made using a fuzzy inference
system based on rules. The system's recall, F-measure, precision, and accuracy were all higher than 94%, 92%,
92%, and 93%, respectively. The suggested approach allows insurance firms to set driver risk-based prices and
can be used by both the insurance and enforcement subsystems.
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The Honda Research Institute Driving Dataset (HDD), introduced by Ramanishka et al. [13], offers a
realistic and challenging chance to examine driver behavior and develop algorithms for driver assistance and
self-driving capabilities. The collection seeks to understand how traffic situations and human driving interact.
The authors offered a thorough comparison of the HDD dataset with other driving datasets as well as baseline
techniques for identifying driver behavior. A system that combines dashcam and inertial sensors to detect
unusual driving events was presented by Li et al. [14]. Anomalous circumstance identification capabilities of the
system improve automated vehicle testing.The system uses an autoencoder-based technique to detect foreign
viewpoints, and the unusual driving events aid in the retraining and improvement of the autonomous driving
Model. It is possible that the suggested system will accelerate the development of robust systems for
autonomous driving. Fugiglando et al. [15] proposed a procedure to look at and classifying the behavior of
drivers using a certain subset of the CAN bus signaling. The utilization of unattended Learning was used to
divide drivers into separate groups, and a validation strategy was used to evaluate the clustering results'
durability across many testing situations. The current study offers a technique for categorizing the actions of
drivers in unregulated situations in almost instantly.

According to Bouhoute et al. [16], numerical abstractionswithin the framework of cyber-physical
system analysis,GauloisLinks are employed in the building of ongoingabstractions of system noises, and the
writers offered both of theseNumerical intervals for driving dynamics and staticsinformation. The proposal
described a process for using a continuous sound abstraction technique to analyze cyber-physical systems.
Graph matching is used in similarity analysis to identify patterns and classify data. In Babol, Iran, Sheykhfard et
al. [17] carried out a naturalistic driving study to look into interactions between drivers and pedestrians. In 216
vehicle-pedestrian encounters on divided highways and 485 such encounters on undivided roads, the study
examined the conduct of 66 persons. The study discovered that the two main factors influencing vehicle-
pedestrian interactions were the pedestrian's distance and the vehicle's speed.

Additionally, the study discovered that group crossings and pedestrians' awareness of traffic patterns
before crossing the road improved driving performance. The application of machine learning (ML) to driving
behavior analysis for auto insurance telematics was studied by Arumugam et al. [18]. The authors examined a
variety of learning strategies used in the research of driver behavior, including deep, reinforcement, supervised,
and unsupervised learning. According to the authors, pricing tactics, consumer involvement, and insurance risk
evaluation could all benefit from the use of telematics. Papadimitriou et al.'s [19] study looked into the usage of
cellphones while driving. To evaluate driving behavior and exposure, the study used a cohort of 100 drivers and
a smartphone application. According to the study, using a phone while driving had a detrimental effect on one's
driving style. The authors used machine learning algorithms to create predictive models that would detect when
someone might use a mobile phone during driving.

A approach for identifying driving behaviors using sensor data from in-vehicle CANBUS was
presented by Zhang et al. [20] by using deep learning (DL) techniques. This approach made automated
acquisition of driving patterns and modeling temporal features without needing proficiency in feature modeling.
The method was ability to record intricate temporal driving patterns that cannot be obtained using conventional
techniques. Zhang and colleagues [21] presented a defensive alerting system to recognize and warn about
potentially dangerous vehicles. The system made use of a cloud server and vehicle computation to assess the
performance of the driver of all cars on the planet. The suggested system able to identify cars being driven
carelessly and then alerted drivers in order to lessen the possibility of incidents.

The asymmetric behavior of car-following during traffic oscillation was studied by Wan et al. [22]. In
Nanjing, China, an unmanned aerial vehicle (UAV) was used in the investigation to film the area around a
roadway restriction. According to the research, drivers display a variety of unique yet consistent driving habits,
and each driver's oscillation response depends on their pre-existing characteristics. A Long Short Term Memory
Fully Convolutional Network (LTSM-FCN) was presented by Moukafih et al. [23] as a tool for detecting
aggressive driving behavior. The suggested approach outperformed other approaches in terms of accuracy when
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assessed over a 5-minute period. The scientists noted that those with reduced inhibitory capacity have a greater
tendency to break traffic laws and be involved in auto accidents.

In order to detect instances of tiredness and unusual driving behaviors, Chan et al. [24] performed a
comparative examination of several sensing techniques and detection algorithms put forth by various authors.
These methods make use of cellphones. The study highlights how important it is for active systems like ADAS
and IDAS to warn drivers of possible dangers. The authors do, however, contend that there are still cutting-edge
approaches in the literature that merit more investigation. Time limitations' impact on drivers' braking behavior
and accident probability were studied by Pawar et al. [25]. The study discovered that braking behavior was
significantly influenced by a number of characteristics, including gender, driving occupation, age, driving
history, approach speed, and driving condition. The study provides insight into how time restrictions affect
drivers' braking habits and accident risk, which might help with the creation of treatments meant to lessen the
negative effects of time constraints on drivers' behavior and increase road safety.

Petraki et al. [26] used high-resolution smartphone sensor data to examine how drivers behaved at
intersections and road segments. The study clarifies how traffic factors affect driver behavior and implies that
using the findings to develop plans for improving road safety and reducing aggressive driving behavior may be
helpful. Machine learning (ML) models were employed by AbouElassad et al. [27] to examine driver behavior
(DB). The authors offer a theoretical framework that takes into account a number of aspects that are present in
the "Driver-Vehicle-Environment (DVE)" system in order to conceptualize the phenomena of driver behavior
(DB).The authors gave a summary of the ML literature and carried out a systematic literature review (SLR) on
the idea of database investigation. This review highlights the higher performance of machine learning
approaches over other models and their capacity to assess database performance. A review of naturalistic
driving research on driver behavior and road safety was given by Singhet al. [28]. Key findings from previous
naturalistic driving research have been provided by the authors, including the notion that driver conduct is the
main factor causing the majority of traffic accidents. The writers have also made a substantial contribution to the
field of naturalistic driving studies, which is useful for studying driver behavior and improving traffic safety.

Driver behavior analysis (DBA) underwent a thorough literature evaluation by Azadani et al. [29], who
also looked at the field's obstacles and potential directions. The goal of the current proposal is to assist
researchers in understanding the direction and difficulties of the DBA field, which improves road safety and
reduces the likelihood of accidents. ModAL-1oCV was presented by Aboulola et al. [30] as a way to perform
driver behavior analysis using DL approaches. The suggested method aims to provide itinerary planning and
driver support in order to reduce accidents and improve traffic safety. In order to study driver behavior, the
suggested technique uses a multimodal methodology that combines feature extraction, suggestion, route
planning, and vehicle motion and lane change prediction.

Federated Machine Learning was used by Uprety et al. [31] to create an oV misbehavior detection
system that guarantees privacy preservation. The technology in question detects fabricated data in vehicular ad
hoc networks (VANETS) while maintaining user privacy protection. The current idea uses the basic safety
message (BSM) dataset of automobiles to develop a machine learning model that can detect occurrences of
VANET position falsification attacks. The use of smartphone sensors to classify driver behavior in an efficient
and cost-effective manner was investigated by Brahim et al. [32]. They discovered that smartphone sensors—
like GPS, gyroscopes, and accelerometers—performed better at classifying activity than CAN-bus sensors. To
find the best strategy, the study compared many machine learning methods for time series categorization. A
number of sensors' interaxial data was combined to increase classification accuracy. The significance of driver
behavior profiling for fleet management and insurance was emphasized by the writers.

In conclusion, the papers discussed in this section offer a variety of techniques for analyzing driver
behavior. High accuracy, precision, and recall values are demonstrated by the suggested approaches, which may
improve driver safety in real-world situations. Nevertheless, some restrictions were noted, including the small
sample size, the particular driving tasks used, and the disregard for external factors. The datasets that the authors
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have made available are extremely helpful for researching driver behavior and creating algorithms for self-
driving and driver assistance.

Table 1: Synopsis of the reviewed literature on driving and driving behavior

Author

Mlethadalagy

Applicatian

Key Findings

Kioog el al. [4]

Jahangiri et al, [5]

Saleh et al. [4]

Crwak etal, [T]

Huang et al. [8]

Zhan et al, [¥]

Tranmanesh et al
[1o]

Xie eral [11]

Bejani tal, [12]

Ramanishkn et al
[13]

Li et al [14]

Fugiglamdo « al
[15]

Bouboute e al
[18]

Sheykhiard ¢ a
L17]
Amumugam et al
[18]

Papadimitnon el
al [19]
Zhang et sl [20]

Fhnng et al. [21]

Wan et al. [22]
Moukafih et al
[23]

Chan et al. |24]

Pawar ¢ al. [25]

ML el patten recogmitian
{CRTI framework)

ML algerithm  analysing
basle  safety  messape
{BEM] datn from
cannected vehicles
Sincked LSTM  recumment
newral  mciwarks  using
smartphome sensor data
MI.  algorthms  using
driving performance
melrcs, bchaviaral
characterstics, amd
phwsiclogical responses
LETM-NM made!

Prabe wehicls (PV) datn
analysis

Autaplive Forward
Callision Waming (FOW}
syslem

Smariphons EEMEQTS.
classificaiton wsing ML
algorithms

Ensemble  leaming and
male-bnsed fuzzy inference
ayalemn usimg  smariphone
sEnsors

Honda Research Institute
Dyiving  Dataget  [HDIDY)
amd baseline algonthims
Dashcam  and  imertal
sensor data analysis

Ulpsupirvised leamming
uging CAM bus signals

Continuous s
ahstracion lechaigque using
(Galols  commections  amd
Fraph matching
Mabaralistic driving sbady

Review of ML techrigues

far  motor  insaranee
iclematics
Mabile spplicatban snd ML
algarithms

DL methodology using in-
vehdcle CAN-BUS sensor
data

Diefensive alerting
mechanism  using  cload
BRIYET amd vihicle
oampuintion

aerial wehicle (UAV) o
caplurs Lolage
Imrodaced o Long  Short
Term  Memory  Fully
Canveluticnal Metwork
Conducted a comparalive
amalysis of various sensing
schemes

Inveatigated the effecis of
lLmes & 5

Employed anm ummanned

Predicling mad  rallc
accidents

Dietecting hazardous driving
aetions

Clasgifying driving behavior

Dietecting driver drowsiness

Replicating suthertic traffic
flow  characteristics  and
asymmetric driving behavior
Irvestigating travel
behaviors of elderly drivers
Enbsmcing, FOW svstem
performance

Dietecting driver distraction

FEvnlunting driving styles

Investigating driver hehaviar
for deiver assistamec  and
self-driving capabilities
Identifying atypical driving
oooumenses for aulonomons
driving testing

Classilying dnver bebaviar
m uncantrodled
enviranments

Analyzing  eyber-pliysical
gyslems i deving data

Ievestigating driver-
pedesinan mieractions
Anabyring  dover  behavior
far mior insurance
telematics

Identifying  imslamoes  al
mohile phome osage during
driving
Recognizing
driving brhaviors

complex

Notifying drivers af
hiazardons sutomobiles

Ievestignted the asymmeiric
behavior of  car-following
durmy rallic oscillation
Identifying  instamces of
agpressive driving behavior

ldentifying  mslamces  of
drvwsiness  and  atypical
driving actions
Diivera'  braking  bebaviar
and accadent msk

ML has the potential to predict rosd accidents

ML can detect hazardous driving actions

ML can classify driving behavior through smariphone
sersor dats

M. can detect driver drowsiness using a combination of
miirics

ML can replicate authentic traffic flow characteristics

M. cam investigate travel hehaviors of elderly drivers

Adeptive FOW gyatems can minimize falic warnings
mnd enhance warmnimg acoeptahility

ML can accurately detect driver distraction using
smartphones densoos

Smartphone-hased evalnation systems can be wsed o
evaluate driving styles for insurance and enforcemnesi
purpodes

The HDT) dataset provides & practical and demanding
opportunity for imvestigating driver behavior

ML can idemtify atypical driving occumrences for the
advancement of autonomoeus driving systems

Undupervised loarmmyg can be used lo clasaly dover
hehzvior in uncontrolled environments

Contineous souid abetraction echaigues can be wsed to
analyee cyber-physical systems i dnving data

Speed amd distsnce primasily infleence  vehicle-
pedestrian inleraclions

Telematics can enhance nsurance nsk evaluabion,
pricing strategies, and cnsomer engagement

Maobile phone usage while driving pegatively impacts
driving hehavior

DL can cagtare complex temporal driving behaviors

Defersive  alerting mechanisms can  mitigate  the
likelibood of secidents

Muotorists exhibit o rampe of distinet yet uniform driving
bebaviors, and the oecillation responsc of cach driver is
coolmgent upon their pre-exisling trails.

[ndividunls with lower inhibitary capacity exhibit o
higher propensity far vielsting traffic lows  and
experiencing vehicular aceidenis.

Emphasizes the significance ol active sysiems such as
AAS or IMAS in alerting drivers af potentinl hazards.

Variows factoss, ipcluding pender, driving profession,
ape, driviog hislooy, approach speed, as well as driviog
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Petraki ef al. [26)

Abou Dlassad =t
al. [EV

Smghet ot al. [28

Acadam el al. [29)]

Analyred  the
behavior of drivers

driving

Lltilimed machine learming

(ML} models

Provided a sommary of
naturalistic driving studies

Conducted i
comprehensive  literatare
review

Drving behavior of drvers

at  road eepments  and
Jumcicns

Aralyeze  drwver  hehavior
(8}

Drover  behawior and  road
anfety

Driver  BHehavior  Amalysis
(DBAY cXAmiming iz

challenges and fishare trends

condition, had a sipnificant impact on braking behavior

The impact of traffic characteristics on driver behavior
and supgeste thet the results may be wtilized to
farmulate sirate; nhancing road safety and
nuitigsting aggressive driving behavior,
Machine leamning techmiques have the ability to evahuate
database performance and exhibil saperior performance
compared to altemative maodels

Diover behawior i the pnmary caude of mosl rosd
accidenis
Fagilitale researchess in comprehendmg the research

direction and challenges pertaining to the field of THRA,
which enhances rosd safety amd mitipses occurrences
of accidents

Abouloln et al.  Proposed  MODAL-IoCY  Dover support znd itimerary . The  proposed  approzch emplovs o multimodal
[3] &5 8 means of conducting  preparation with the methodology that imtegrates vehicle motion amd lane
driver behavior nnalysis ahjective  of miligatmg change prediction, feature extmction, recommendation,
accidomts  and  emhancing  and route planiing o analyee drivers’ bebavior,
trafTic safety
Uprety et al. [31] Federated Machine  Misbehavior  delection in The propesed svitem detects Falsihed data 1o VANET
Leaming Vehicular Ad hoo Networks  while preserving user privacy, msing hasic  anfery
(VANET) mescage { B5A) dataded.
Brahim et al. [32] Smartphone  sensors and  Diriver behavior profiling in Smarphone senzors were found more effective than
ML algonithms IRSUrAnGS and Meet CAN-bus sersors in czlegoneng dnver behawvior, and
management inegrating infer-axial information from maltiple sensors

improved clossificalion aocuracy.

2) Prediction Of Machine Learning Based Collision
Scope

Research on traffic safety is now receiving more attention as a result of developments in the Internet of
Vehicles (loV). The current research on loV-based traffic safety is examined in this section Table 2. According
to Hyder et al. [33], governments must assume responsibility for maintaining road safety and providing funding
for efficient interventions to reduce accidents. Road traffic injuries and fatalities are a major global public health
concern. Zong et al. [34] created a severity causation network that forecasts severity indices using information
entropy and Bayesian networks. This helps managers assess the severity of traffic accidents to improve safety
protocols and reduce casualties and property damage. For the purpose of predicting short-term traffic flow, Yin
et al. [35] presented a hybrid model and algorithm that combines GPSOWNN with ARIMA, demonstrating
improved performance in predicted accuracy. A real-time object identification and dynamic prediction
methodology for forecasting vehicle positions in Internet of Vehicles (IoV) frameworks was presented by Chang
et al. [36].

The TASP-CNN method was presented by Zheng et al. [37] as a unique way to forecast the severity of
traffic accidents. Combination relationships are used to improve predictive accuracy. Compared to other modern
approaches; the Traffic Predict model, created by Ma et al. [38], shows better prediction accuracy. It forecasts
traffic-agent trajectories in a variety of traffic situations by utilizing long short-term memory (LSTM). In order
to detect vehicle-pedestrian confrontations, Lv et al. [39] suggested using high-resolution traffic trajectories
from roadside LiDAR sensors in conjunction with SDP geographical distribution. In order to enhance
classification outcomes, Peng et al. [40] explored the assessment of the importance of condition qualities inside
equivalency classes and produced decision rules based on equivalency classes. In order to estimate collision risk
in autonomous vehicles, Katrakazas et al. [41] developed an integrated approach that forecasts collisions on road
segments using machine learning approaches, traffic simulation, and collision risk assessment. Ayuso et al. [43]
presented a count data regression model for frequency, incorporating telematics data to accommodate driver
behavior and other variables that could potentially impact insurance expenses. Gao et al. [42] developed a
predictive model for insurance claims based on driver behavior. The application of telematics technology holds
promise for improving the way traffic regulatory agencies determine insurance rates.

Numerous research projects have been carried out to improve traffic safety through the prediction and
mitigation of traffic accidents. A traffic accident prediction technique based on convolutional neural networks
(CNN) was presented by Zhao et al. [44]. To automatically extract multi-dimensional features from Vehicle Ad-
hoc Networks (VANET) data, they used deep learning techniques. When compared to other machine learning
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techniques, the CNN-based model demonstrated better prediction accuracy and reduced loss during training and
testing using a dataset of simulated car accidents. It is anticipated that the theoretical underpinnings of the model
will aid in the advancement of intelligent vehicle path planning optimization, anti-collision guidance, and
vehicle safety assisted driving.A collision warning model for Advanced Driver Assistance Systems (ADAS) in a
Vehicle-to-Vehicle (V2V) communication context was proposed by Lyu et al. [45]. Both driving simulator and
in-person vehicle testing were used to assess the model's lane-change behavior and trajectory prediction models.

The suggested model offered new modeling ideas and theoretical support for the optimization of
ADAS cut-in functionality, outperforming traditional models in terms of warning confusion matrix and warning
time. Using deep learning techniques, Zhao et al. [46] presented an algorithm for forecasting the likelihood of
traffic accidents in vehicular edge networks. The approach extracts multi-dimensional features from a
significant amount of traffic data coming from the edge network of automobiles by using a CNN inside an edge
server. The vehicle collision prediction model alerts drivers to slow down and be cautious. Four popular
machine learning techniques and two statistical methods were compared to predict the severity of collision
injuries. The simulations showed that the algorithm under consideration shows reduced loss and improved
prediction accuracy compared to other machine learning algorithms.

For the assessment of emergency driving safety, Peng et al. [47] recommended using real driving data.
They used a variable precision rough set (VPRS)-based classification technique to take a condensed core
subset—which includes the most important attributes for assessing driving safety—out of the driving dataset.
The proposed method demonstrates a high degree of accuracy and consistency, making it appropriate for
determining timely emergency braking actions, increasing the effectiveness of collision avoidance systems
(CASs). In order to estimate the benefits of improving vehicle design, Bhalla et al. [48] evaluated road safety
improvements in the Latin America and Caribbean (LAC) region.

Table 2: Summary of the reviewed articles pertaining to Collision Scope Prediction using Machine
Learning
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technology and  collision in  uncertain

LETRUANN sitEations

The study evaluated the potential reduction in fatalities and disability-adjusted life years lost in LAC
nations if eight well-established automobile safety technologies were more widely available through a
counterfactual analysis.The study calculated how many lives would be spared and years of disability-adjusted
life that would be avoided if these technologies were installed in every car. The incidence of road traffic
accident (RTA)-related deaths in prehistoric Ilala and two other municipalities in Tanzania's Dar es Salaam
Region were examined by Walugembe et al. [49]. According to the research, the infrastructure for road
transportation should be improved to ensure the safety of users by enforcing existing laws, enforcing them more
strictly, and introducing swift and severe punishments.

In order to improve the prediction of rear-end crashes, which are a major cause of traffic accidents,
Wang et al. [50] developed the Rear-end Collision Prediction Mechanism (RCPM), which makes use of DL
approaches. In order to train the CNN model, training and testing sets from the preprocessed dataset are utilized.
The study shows that when it comes to rear-end collision prediction, RCPM performs better than other
algorithms. Using a driving simulator, Pawar et al. [25] looked at the relationship between driver braking
techniques and the chance of accidents in reaction to elevated time constraint. Their study revealed that a
number of variables, such as age, driving experience, approach speed, driving occupation, gender, and driving
circumstances have a big impact on the braking actions of motorists. Lin and colleagues [51] employed crowd
sourcing data to predict patterns of traffic flow following an accident and discovered that improving data on
traffic conditions results in an improved with accuracy.

In this study, Gutierrez-Osorio et al. [52] A thorough analysis of modern machine learning methods for
analyzing and forecasting traffic incidents and concluded that it has been determined that Bayesian networks are
the most accurate accident analysis models. According to Yu et al. [53], a "Deep Spatio-Temporal Graph™
Utilizing Convolutional Network (DSTGCN) to predict traffic incidents. Their model performs better when
compared to both modern and conventional methods when applied to datasets from the real world. The
"Semantic Context-Induced Attentive Fusion Network (SCAFNet)" was developed by Fang et al. [54] to
forecast driver attention in the setting of "driving accident scenarios (DADA)". Their method performed
remarkably well on three different datasets. A model of driving behavior was developed by Lee et al. [55] with
the goal of predicting how riders of two-wheeled vehicles would avoid hazardous collisions. Their theoretical
framework provides a predictive model for motorcyclists who participate in risky behavior to avoid collisions.

A method for making decisions in autonomous vehicles based on risk assessment was presented by Li
et al. [56]. The installation of a collision avoidance technique that considers driving preferences is their
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suggested method for meeting the needs of both drivers and passengers. Lastly, driving behavior in collisions
and near-misses between cars and bikes was examined by Zhao et al. [57]. It was discovered that the "Bus Rapid
Transit (BRT)" parameter is crucial in averting crashes. After analyzing traffic incidents on Shenzhen's roads, Li
et al. [58] recommended that China use "advanced driver assistance systems (ADASs)" and traffic management
countermeasures. The effect of combining data from online and offline channels on driver risk categorization for
usage-based insurance (UBI) products was examined by Zhao et al. [59]. LR, NN, RF, and SVM were utilized
to categorize driver risk using driving behavior data from On-Board Diagnostics (OBD) loggers and offline
consumer behavior data from 4S dealerships. The accuracy of risk evaluations was found to be improved by
merging the two forms of data, with offline customer behavior characteristics being especially important.

The insurance industry's approach to UBI pricing and cost control may be affected by these findings.
Lin et al. [60] used traffic accident data and the Bayes theorem to create a predictive model for the risk of
intersection accidents. The size of the road, posted speed limits, and signs beside the road were all determined to
be important factors in predicting the chance of traffic accidents at crossings. The predictive model is able to
evaluate possible risks in order to reduce the frequency of car crashes and offer guidance for intersection design
and environmental improvement. A novel method for forecasting vehicle positions for collision avoidance in the
Internet of Vehicles was proposed by Chang et al. [61].

Building on the YOLOV4 real-time object recognition project, the authors optimized future vehicle
location prediction through the application of machine learning architecture and vehicle dynamics. The study
discovered that their system performed better than the linear approach used in a previous study, highlighting the
potential for machine learning techniques and concepts of vehicle dynamics to improve the prediction of future
vehicular positions. A vehicle accident prediction model based on transfer learning and utilizing data from the
Internet of Vehicles was presented by Yang et al. [62]. By analyzing and recreating the vehicle's operating
mode, the model used historical performance data to anticipate future collision occurrences and their
corresponding timings. The algorithm demonstrated a high level of accuracy in predicting car crashes, which
improves road safety and upcoming driving technologies.

In order to forecast traffic collisions, Gutierrez-Osorio et al. [63] suggested employing social media
and open data together with an ensemble deep learning technique made up of "Gated Recurrent Units" and
"CNN." According to the study, their Deep Learning ensemble model performed better than baseline algorithms
and other deep learning techniques. A theoretical framework for improving road traffic safety through a
comparative analysis of global traffic safety objectives and tactics was developed by Morimoto et al. [64]. The
research emphasized the need for a thorough approach that addresses infrastructure, technology, culture, and
behavior in order to guarantee road safety. A spatio-temporal scene graph embedding model named SG2VEC
was developed by Malawade et al. [65] to predict collisions involving autonomous vehicles (AVs). To predict
collisions, the model combines LSTM and GNN layers with visual scene perception. In comparison to the state-
of-the-art method, the SG2VEC model showed better predicted accuracy and early detection capabilities.

A mechanism for extracting information about road accidents in Spanish from Twitter was proposed by
Suat-Rojas et al. [66]. According to the study, Twitter can provide information on traffic accidents, and it has an
impact on the city's commercial and industrial areas. The suggested approach makes use of geocoding and
named entity recognition to address problems with informal language and misspellings. Last but not least, Pan et
al. [67] proposed an early warning system and communication network architecture for Vehicle to Pedestrian
(V2P) using LoRa technology. When pedestrian trajectories are unclear, the system uses LSTM and ANN to
forecast the area of risk for a collision between a pedestrian and a vehicle. One of the factors that determine
whether to issue warnings for pedestrian-vehicle incidents is the probability of confidence.This section's
research offer insightful information on a range of topics related to road safety, accident prevention, machine
learning analysis and prediction of incidents, and the creation of models for hazardous collision avoidance
prediction. These studies can help with the creation of practical plans and tools that will increase traffic safety
and lower accident rates.
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3) Predicting traffic congestion using machine learning

A number of studies conducted recently have concentrated on creating machine learning-based traffic
collision and congestion prediction algorithms. In order to increase the accuracy of driver risk assessment in
usage-based insurance products, Zhao et al. [59] combined online and offline data. A hybrid CNN and BLSTME
model was presented by Kothai et al. [68] to predict traffic congestion levels. This model successfully handled
the overfitting problem and achieved a high degree of accuracy. In their analysis of the causes and effects of
traffic congestion in urban areas, Onyeneke et al. [69] put out a number of policy suggestions for alleviation. In
order to anticipate short-term traffic flow, Du et al. [70] developed a hybrid multimodal deep learning technique
that outperformed other baseline approaches.

An AutoEncoder Long Short-Term Memory method for traffic flow prediction was proposed by Wei et
al. [71] and showed better performance than previous methods. In Montreal, Canada, Hébert et al. [72]
developed high-resolution accident predicting tools using big data analytics and found multiple important
predictors of automobile collisions. A methodology for vehicle traffic prediction using machine learning
techniques was developed by Moses et al. [73]. In comparison to previous DNNs, Ranjan et al.'s [74] unique
neural network architecture demonstrated better computing efficiency and prediction performance when used to
forecast traffic congestion levels over the course of an entire urban road network. Although these research
provide intriguing solutions to traffic collision and congestion issues, each model has some limitations that
should be considered before using them in practical situations. Additional investigation is required to resolve
these constraints and maximize the effectiveness, Considering these suggested approaches' viability in
intelligent systems of transportation Table 3.

I11. Observations

Centralized methods for machine learning in the automotive road safety and traffic in relation to the
Internet of Vehicles (loV) encounter major difficulties because of centralized gathering and storing of info.
These methods might not be scalable for big datasets, requiring a lot of computer resources, and might not be
strong enough to withstand cyber-attacks. One networked machine learning technique is federated learning, may
overcome these obstacles by making it possible for data to be processed and instructed locally on personal
gadgets, so addressing security and privacy issues. Moreover, Federated Learning lowers communication
expenses, increases scalability, and is stronger in the face of hostile onslaught. Research studies that have
already been conducted have shown how beneficial federated learning is for road traffic and vehicle safety in the
context of the Internet of Vehicles (IoV). However, there are several drawbacks, such as the requirement for
substantial processing resources, data heterogeneity, and restricted data sharing among devices. In the context of
road traffic and vehicle safety, future research directions for federated learning include examining real-time
decision-making, streamlining communication protocols and models, and resolving privacy and ethical issues.

In the context of the Internet of Vehicles, federated learning can be used with other cutting-edge
technologies, like blockchain, to improve road traffic and vehicle safety. Blockchain technology can guarantee
safe and private data sharing by providing a decentralized platform for exchanging and storing data across
various entities, such as cars and traffic management systems. The creation of a blockchain-based platform for
data exchange among cars to enhance traffic flow and lessen congestion is one possible use. Using the shared
data, federated learning can create predictive models that are then utilized to optimize traffic flow in real time.
Federated learning can help urban areas manage traffic better and experience less congestion.Federated learning
can produce predictive models that offer other routes, optimize traffic signal timings, and reroute vehicles.
Creating a federated learning-based platform to optimize public transportation in cities is one possible use case.
This platform would integrate data from various sources to create predictive models for public transportation
demand and recommend the best bus and train routes and times.

1. Scope of Research

Some potential research goals for a study on federated learning in the context of road traffic and vehicle safety
for the Internet of Vehicles are as follows, based on the research questions:
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1. To recognize and devise solutions for the ethical and privacy issues related to federated learning in the
Internet of Vehicles.

2. To investigate how, in the context of the Internet of VVehicles, federated learning may be integrated with other
cutting-edge technologies, including blockchain, to improve traffic and vehicle safety.

3. To look into the viability and efficiency of federated learning for improving traffic control and easing urban
congestion.

4. To perform an extensive analysis of the literature on previous studies that have employed federated learning
for traffic and vehicle safety, and to assess the advantages and disadvantages of those studies.

5. To determine potential areas for future study and applications of federated learning for the Internet of
Vehicles in the areas of road traffic and vehicle safety.

TABLE 3: A summary of the publications examined under the heading ""Traffic Congestion Prediction
based on Machine Learning."

Amthar Methndology Application Key Findings
Kathai et  Hybrid BLSTME snd CNN model for Taffic The proposed model effectively addressed the issue of
al. [68] prediciing traific congestion levels cangestion overfittng and attamed o high level of accuracy.

prediction
Umyenck Examination of factors contributing to and  Palicy measures  The study propesed several policy measures for mitigating
¢ oot al  comsequences of congestion o oroad wraffic in for  congesiion  coppestioan.
[69] metropalitan regions mitigation
[ et al.  Hybrid mulimodal deep leaming method for  Shorieferm The proposed method surpaseed vanous baselise methods.
[ predicting shori-term maffic Tow trnffic Flovor

prediciion
Wei ot al AwnBreoder  Long  Shon-Term  Memory  Tmffic flow  The propesed approach demonstrated superior performance
m approach lar traflic flow prediclion predictian campared Lo priar techngues.
Hébert ek High-resalation accident forecasting usimg big  Accideni Severnl sipmificant indicators of wvehicle collizions were
al.[72] cluta analyviics farecasting ndentified
Mosea et Methodology for vehicular taffic prediction  Vehicular traffic  The proposed methodology  utilised machine leamning
al.[73] using machine leamimg techniques predictian techniques
Ranjan ef Meursl network architecture for predieting  Urban road  The proposed neural network architecture exhibited saperiar
al. [T4 trffic congestion levels across an enbtire wrhan  network computationnl  efficacy  and  predicton performance

road network comgestion compared o olbher DNMs,
mredician

B. purpose of The Research

In order to prevent consequences like accidents and death from road transportation accidents, it is
advised that more research be done on developing machine learning strategies to estimate the obstacles caused
by traffic, vehicle health, driver cognitive levels, and driving behavior. To make this happen, the following
major issues must be resolved: The data that collects from cars in an unstructured format is first managed and
accessed via Federated Learning, which is based on blockchain technology. The data that loV continuously
gathers is then utilized to do feature engineering under federated learning, which is used to forecast driving
behavior, driver cognitive levels, traffic and vehicle obstacles, and road transportation situations. These
forecasts will be used to estimate the likelihood of accidents, automobile accidents, and safe. Lastly, the
difficulties with intelligent traffic signals, road congestion management, and safe route evaluation will make an
effort to use Federated Learning to address moves in. Enhancing road safety is the ultimate aim of this research
to lower the number of road-related accidents and fatalities incidents. By tackling these difficulties by means of
the goal of machine learning is to identify problems before they arise.

IV. Conclusion:

The application of machine learning techniques to traffic and safety of vehicles in relation to the
Internet of Vehicles (loV) has received a great deal of attention lately. But still, Centralized data gathering and
archiving offer important obstacles, such as communication and privacy issues prices. Federated learning has
come to light as a possible remedy for dealing with these restrictions. In the context of the Internet of Vehicles,
this study of the literature offers an overview of current developments in the application of federated learning
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for road traffic and vehicle safety. A number of advantages of federated learning were noted in the assessment,
such as enhanced security and privacy, scalability, and resilience to adversarial attacks. Nevertheless, there are
drawbacks as well, such as the requirement for substantial computer power and the possibility of overfitting or
model divergence. The paper outlines a number of previous experiments that have applied federated learning to
car safety and traffic, but more investigation is required to confirm the technology's efficacy and scalability in
practical settings. Overall, the work highlights how federated learning can overcome the shortcomings of
centralized machine learning techniques and provides suggestions for additional research and advancements in
this area.
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