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Abstract— The analysis of medical imaging for the diagnosis and treatment of brain tumors must include the 

segmentation of the tumor. The complexity of the brain's structure and the heterogeneity of the tumors make it 

difficult to segment brain cancers from magnetic resonance imaging (MRI) pictures. Deep learning approaches 

have recently demonstrated encouraging outcomes in the segmentation of brain tumors from MRI images. Due 

to its capability to handle high-resolution pictures and segment the entire tumor region, the U-Net model is one 

of them and is frequently utilized. For the diagnosis and planning of brain tumor treatments, accurate 

segmentation of brain tumors using multi-contrast MRI images is essential. Deep learning models including U-

Net, PSPNet, DeepLabV3+, and ResNet50 have demonstrated encouraging outcomes in the segmentation of 

brain tumors. With the use of the BraTS 2018 dataset, we compare these models in this research. We assess the 

models' performance using a variety of measures, including the Hausdorff Distance (HD), the Dice Similarity 

Coefficient (DSC), and the Absolute Volume Difference (AVD), and we look into how data augmentation and 

transfer learning approaches affect the models' effectiveness. The findings demonstrate that the 3D U-Net 

model, which had a DSC of 0.90, HD of 10.69mm, and AVD of 11.15%, had the best performance. Similar 

performance was attained by the PSPNet model, which had a DSC of 0.89, HD of 11.37mm, and AVD of 

12.24%. Performance was lower for the DeepLabV3+ and ResNet50 models, with DSCs of 0.85 and 0.83, 

respectively. The 3D U- Net and PSPNet models in particular saw a considerable improvement in performance 

thanks to the data augmentation strategies. The performance of all models, especially the DeepLabV3+ and 

ResNet50 models, was greatly enhanced by the transfer learning technique as well. The 3D U-Net model with 

data augmentation and transfer learning is suggested for brain tumor segmentation using multi-contrast MRI 

images based on the findings and analyses. The study shows the potential of deep learning models for 

segmenting medical images and emphasizes the significance of using the best model and optimization methods 

for the particular application. 
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I. Introduction 

Brain tumor segmentation is an essential task in medical image analysis that plays a crucial role in the diagnosis 

and treatment planning of brain tumors. The accurate segmentation of brain tumors from MRI images is a 

challenging task due to the high variability in the size, shape, and appearance of brain tumors. Manual 

segmentation by medical experts is a time-consuming and subjective process, and the high inter-observer 

variability reduces the reliability of the segmentation results.Recent advances in deep learning have demonstrated 

promising results in medical image segmentation, including brain tumor segmentation. Deep learning models, 

such as U-Net, PSPNet, DeepLabV3+, and ResNet50, have shown impressive performance in segmenting 

brain tumors from multi-contrast MRI images. These models use a combination of convolutional neural 

networks (CNNs), pooling layers, skip connections, and various optimization techniques to achieve accurate 
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and reliable segmentation results. 

In this paper, we present a comparative study of four popular deep learning models for brain tumor segmentation 

using multi- contrast MRI images. The models are evaluated on the BraTS 2018 dataset using various 

evaluation metrics, such as the Dice Similarity Coefficient (DSC), Hausdorff Distance (HD), and Absolute 

Volume Difference (AVD). We also investigate the effect of data augmentation and transfer learning techniques 

on the performance of the models. 

Brain tumor segmentation is an essential task in medical imaging analysis as it plays a vital role in the 

diagnosis and treatment of brain tumors. The goal of brain tumor segmentation is to accurately identify the 

tumor region, which can provide valuable information for clinicians to make informed decisions. Magnetic 

Resonance Imaging (MRI) is one of the most commonly used modalities for brain tumor segmentation due to 

its high spatial resolution and excellent soft tissue contrast. Multi-contrast MRI images provide multiple 

tissue contrast that can improve the accuracy of brain tumor segmentation. However, manual segmentation of 

brain tumors from MRI images is time-consuming and subjective, and the results may vary depending on 

the expertise of the radiologist. Therefore, there is a growing need for developing automated methods for 

brain tumor segmentation to improve the accuracy and efficiency of this task.Over the years, various automated 

methods have been proposed for brain tumor segmentation. One of the earliest approaches for brain tumor 

segmentation was based on thresholding techniques that use intensity values to separate the tumor region 

from the background. However, this approach has limited success as the intensity values of tumors can vary 

significantly, and the brain tissue can have similar intensity values to tumors. Hence, more advanced techniques 

such as machine learning and deep learning have been proposed to overcome the limitations of thresholding 

techniques.Machine learning-based methods use statistical models to learn the features of brain tumors from 

training data and apply them to segment new images. Among the machine learning-based methods, Support 

Vector Machines (SVM), Random Forests, and Naive Bayes classifiers have been widely used for brain 

tumor segmentation. These methods have shown promising results; however, they require hand-crafted 

features, which can be time-consuming and may not be robust to variations in image quality. 

In recent years, deep learning-based methods, especially Convolutional Neural Networks (CNNs), have 

emerged as the state-of-the-art methods for brain tumor segmentation. CNNs can automatically learn features 

from the input data and are highly effective in capturing complex spatial relationships between the image 

pixels. One of the most successful CNN- based models for brain tumor segmentation is U-Net, which was 

introduced by Ronneberger et al. in 2015. U-Net uses an encoder-decoder architecture with skip connections 

that can retain high-resolution features from the input image and merge them with the low-resolution features 

from the encoder. This approach allows U-Net to produce highly accurate segmentations even with a limited 

amount of training data. 

Despite the success of U-Net, it still faces some challenges in segmenting large and irregularly shaped 

tumors. To address these challenges, several modifications of U-Net have been proposed, including 3D U-

Net, PSPNet, DeepLabv3, and ResNet 50. 3D U-Net extends the 2D U-Net to 3D, enabling it to process 

volumetric data and capture 3D spatial relationships between the image voxels. PSPNet and DeepLabv3 use 

spatial pyramid pooling and atrous convolutional layers, respectively, to capture multi-scale features of the 

input image. ResNet 50 uses a deeper architecture with residual connections that can prevent the vanishing 

gradient problem and improve the training process. 

One of the challenges in developing deep learning models for brain tumor segmentation is the lack of large 

annotated datasets. The BraTS (Brain Tumor Segmentation) challenge is an annual competition that provides a 

benchmark dataset for evaluating brain tumor segmentation methods. The BraTS dataset consists of multi-

contrast MRI images of brain tumors, including T1, T1 contrast-enhanced (T1ce), T2, and FLAIR images, along 

with the corresponding ground truth segmentation masks.Data augmentation is an essential technique for 

improving the robustness of deep learning models to variations in image quality and improving their 

generalization ability. Various data augmentationRecent developments in the field of medical imaging have 
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facilitated the diagnosis and treatment of various health conditions. Magnetic resonance imaging (MRI) is 

one such imaging modality that provides high-resolution images of different structures of the human body, 

including the brain. MRI has become an essential tool for diagnosing brain tumors, a type of cancer that affects 

the brain or its surrounding tissues. The accurate segmentation of brain tumors from MRI images is crucial for 

effective diagnosis and treatment planning. 

Brain tumor segmentation is a challenging task due to the complex and heterogeneous nature of the tumors, 

as well as the variability in MRI images' appearance. In the past, manual segmentation was the standard 

approach for tumor segmentation, which was not only time-consuming but also prone to human error. 

Therefore, automated methods have been developed to overcome these challenges and improve the accuracy 

and speed of tumor segmentation. Among the automated methods, deep learning has shown promising results 

in segmenting brain tumors. 

Deep learning models are neural networks with multiple layers that can learn from a large amount of data and 

extract relevant features for accurate segmentation. Among the deep learning models, the U-Net model has 

gained significant attention in the field of medical image segmentation. The U-Net model has a symmetric 

encoder-decoder architecture that enables it to extract high-level features from the input image and perform 

precise segmentation of the tumor.Several studies have utilized the U-Net model for brain tumor segmentation, 

achieving high accuracy rates. For instance, in a study by Chandra et al., the 3D U-Net model was used to 

segment brain tumors from multi-contrast MRI images, achieving an average Dice coefficient of 0.84. 

Another study by Pereira et al. used the U-Net model and achieved an average Dice coefficient of 0.89 in 

segmenting gliomas from MRI images. 

Apart from the U-Net model, other deep learning models such as the PSPNet, DeepLabv3, and ResNet50 

have also been utilized for brain tumor segmentation. The PSPNet model has a pyramid pooling module that 

can capture features at different scales, enabling it to perform more precise segmentation. DeepLabv3 has an 

encoder-decoder architecture with a dilated convolution operation that can increase the receptive field of the 

network, enabling it to capture more contextual information for accurate segmentation. The ResNet50 model 

has a deep residual architecture that enables it to learn more complex features from the input image.In 

addition to the deep learning models, several techniques have been utilized to improve the performance of brain 

tumor segmentation. Transfer learning is one such technique that involves leveraging pre-trained models to 

extract relevant features from the input image and fine-tuning the model for a specific  task.  Data  

augmentation  is  another  technique  thatinvolves generating new training samples by applying various 

transformations to the original images. These techniques have been shown to improve the accuracy and 

robustness of brain tumor segmentation models. 

Moreover, several datasets have been developed to evaluate the performance of brain tumor segmentation 

models. One such dataset is the BraTS (Brain Tumor  Segmentation) dataset, which is an international 

benchmark dataset for brain tumor segmentation. The BraTS dataset comprises multi-modal MRI images of 

patients with gliomas, which are annotated with ground truth segmentations. The BraTS challenge has 

been conducted annually since 2012, with the aim of promoting the development of accurate and robust brain 

tumor segmentation models.In conclusion, brain tumor segmentation is a crucial task for accurate diagnosis 

and treatment planning of brain tumors. Deep learning models, especially the U-Net model, have shown 

promising results in segmenting brain tumors from MRI images. Other deep learning models such as the 

PSPNet, DeepLabv3, and ResNet50 have also been utilized for brain tumor segmentation. Transfer learning 

and data augmentation techniques have been  shown to improve the accuracy and robustness of brain tumor 

segmentation models. 

In addition to U-Net, various other deep learning-based architectures have been proposed for brain tumor 

segmentation. For instance,  DeepLabV3 is a state-of-the-art semantic segmentation model that uses atrous 

convolution and parallel multi-level feature fusion to achieve high accuracy. It was used for brain tumor 

segmentation in the BRATS 2018 challenge and achieved competitive results. Another popular architecture is 

the ResNet-50, which is a deep residual network that uses skip connections to learn features at multiple scales. 
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It has also been used for brain tumor segmentation with promising results. Another promising approach for brain 

tumor segmentation is transfer learning, where a pre-trained model is fine-tuned on a new dataset. For instance, 

Chen et al. (2020) proposed a method that fine-tuned the pre-trained VGG-16 network on the BRATS dataset and 

achieved state-of-the-art results. Similarly, Zhang et al. (2019) fine-tuned a pre-trained DenseNet-121 model 

on the same dataset and achieved competitive results. Transfer learning has the advantage of leveraging the 

knowledge learned from a large dataset to improve the performance on a smaller dataset, which is particularly 

useful for medical image analysis where collecting large datasets can be challenging. 

Data augmentation is another important technique for improving the performance of deep learning models. 

Since medical datasets are typically small and imbalanced, data augmentation can help increase the size of 

the dataset and improve the generalization of the model. Various augmentation techniques have been proposed 

for brain tumor segmentation, including rotation, scaling, flipping, elastic deformation, and intensity  

variation.  For  instance,  Li  et  al.  (2019)  used  a 

combination of elastic deformation and intensity variation to augment the BRATS dataset and achieved 

competitive results. In summary, brain tumor segmentation is a challenging task in medical image analysis, and 

deep learning has emerged as a promising approach for automated segmentation. U-Net is a popular 

architecture that has been widely used for brain tumor segmentation and has achieved state-of-the-art results. 

Various other architectures, including DeepLabV3 and ResNet-50, have also been proposed with promising 

results. Transfer learning and data augmentation are important techniques for improving the performance of 

deep learning models on medical datasets. Despite the significant progress, there are still challenges in 

developing robust and generalizable models for brain tumor segmentation, particularly for rare tumor types 

and cases with low contrast and noise. Further research is needed to address these challenges and develop 

clinically relevant tools for automated brain tumor segmentation. 

The rest of the paper is organized as follows: Section 2 provides a review of related works in brain tumor 

segmentation using deep learning models. Section 3 describes the methodologies and architectures of the deep 

learning models used in this study. Section 4 presents the results and analysis of the experiments, and Section 5 

concludes the paper with a summary of the findings and recommendations for future research. 

 

II. Literature Survey 

The key component of the study method is the classification analysis. It should be included in the literature 

survey after a detailed review of the study paper and completed after the five- stage analysis process mentioned 

in the previous chapter is complete. To cover the solar photovoltaic system area and the charging controller 

including the description and analysis of research articles.Raghavendra et al. (2022) [1] explained that Brain 

cancer is one of the worst illnesses in the world, with both adults and children able to get it. It has the lowest rate of 

survival and requires early diagnosis of the appropriate type and grade of tumor. Magnetic resonance imaging 

(MRI) scans of the patient's brain can be used to spot brain tumors, but the manual procedure is time- 

consuming and vulnerable to human error. Recent years have seen a major advancement in image 

classification techniques, notably deep learning networks, which have been successful in this area. In this 

instance, we successfully classified brain cancers using a multilayer stacked probabilistic belief network.The 

BraTS dataset was used to assess the effectiveness of the proposed approach, and the results showed good 

accuracy. A subjective comparison study was also conducted between the recommended strategy and a few 

cutting-edge methods. The suggested approach works better than existing techniques, according to tests, in 

terms of aiding radiologists in determining the size, shape, and location of tumors in the human brain. 

Alsaif et al. (2022) [2] In addition to providing an 

effective approach for detecting brain cancers using magnetic resonance imaging (MRI) datasets based on 

CNN and data augmentation, this study includes a thorough evaluation of several CNN designs. It gives 

an effective approach for detecting brain cancers using MRI datasets based on CNN and data augmentation and 

emphasizes the features of certain models like ResNet, AlexNet, and VGG. The suggested solution's 
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evaluation metrics values demonstrate that it was successful in adding to earlier research in terms of both 

deep architectural design and high detection success. Gupta et al. (2022) [3] A brain tumor is a mass of 

aberrant and unneeded cells that is developing in the brain and poses a threat to life. It is important to segment 

and find such tumors with Magnetic Resonance Imaging (MRI) at an early stage in order to save the life. The 

proposed Improved Invasive Bat (IIB)-based Deep Residual network model is used to create an effective 

brain tumor detection technique. The proposed IIB algorithm incorporates the Improved Invasive Weed 

Optimization (IWO) and Bat algorithm (BA), respectively, into the proposed IIB algorithm. The proposed 

method successfully produced improved detection outcomes with MR images, with features obtained from the 

tumor areas using the segmentation findings being used to the Deep Residual network detection procedure. By 

computing the values of 0.9256, 0.9003, and 0.9146, respectively, the proposed method performed better. 

Aamir et al. (2022) [4] If a brain tumor is not found in time, it may be deadly. Magnetic resonance imaging 

(MRI) is suggested as an automated tool to assure a correct diagnosis. The top tumor spots are revealed via 

agglomerative clustering after images have been pre-processed to improve visual quality, two pre- trained 

deep learning models have been utilized to extract potent features, and a hybrid feature vector has been 

constructed. Comparing the suggested method to current methods, the classification accuracy was 98.95%. 

Zahoor et al. (2022) [5] Analysis of brain tumors is essential for prompt patient diagnosis and successful 

patient care. To successfully detect tumors in MRI images of healthy people, a two-phase deep learning-

based framework is proposed. In the first phase, a novel deep-boosted features space and ensemble classifiers 

(DBFS-EC) technique is suggested. In the second phase, a hybrid features fusion-based brain-tumor 

classification strategy is put forth, which combines an ML classifier with both static and dynamic features to 

classify various tumor kinds. On two common benchmark datasets, the effectiveness of the proposed two-phase 

brain tumor analysis framework was validated, with accuracy (99.56%), precision (0.9991), recall (0.9899), 

F1- 

Score (0.9945), MCC (0.9892), and AUC-PR (0.9990). In the 

CE-MRI dataset, the classification technique, based on the combination of the proposed BRAIN-RENet and 

HOG feature spaces, considerably outperformed state-of-the-art approaches in terms of recall (0.9913), 

precision (0.9906), accuracy (99.20%), and F1-Score. Hossain et al. (2022) [6] In order to categorize the 

reconstructed microwave brain (RMB) pictures into   six   classes,   this   research   offers   an   eight-layered 

lightweight classifier model termed microwave brain image network (MBINet) utilizing a self-organized 

operational neural network (Self-ONN). 1320 RMB pictures were gathered and stored in an image collection 

using an experimental antenna sensor-based microwave brain imaging (SMBI) technology. The accuracy, 

precision, recall, F1-score, and specificity of the trained MBINet model were 96.97%, 96.93%, 96.85%, 96.83%, 

and 97.95%. It performed better in classification tests (almost 98%) when compared to four Self-ONNs, two 

plain CNNs, ResNet50, ResNet101, and DenseNet201 pre-trained models. The SMBI system's RMB pictures 

may be utilized to accurately categorize the tumor(s) using the MBINet model. Aarthi et al. (2022) [7] The 

proposed study aims to design an automated brain  tumor  detection  system  using  a  segmentation-based 

classification method. The medical pictures are normalized using the Convoluted Gaussian Filtering (CGF) 

technique and segmented into non-overlapping parts using the Sparse Space Segmentation (S3) technique. 

Contrast, correlation, mean, and entropy features are extracted from the segmented portions using the multi-

feature extraction model. The Deep Recurrent Long-Short  Term  Memory  (DRLSTM)  method  is  used  to 

forecast whether a disease affected person would be classed as normal or abnormal. Results analysis compares 

and tests the performance of the suggested system using multiple assessment metrics. Kumar et al. (2022) [8] 

In order to recognize and categorize brain pictures, this paper suggests using a Deep Convolutional 

Neural Network with a Res Net 152 Transfer Learning model that is inspired by nature. The photos are first 

pre-processed to reduce noise and improve quality, and then the hybrid  Deep  Convolutional  Neural  Network  

with  Nature- inspired Res Net 152 Transfer Learning (Hyb-DCNN-ResNet 152 TL) is used to classify the 

images. Utilizing the CoV-19 optimization algorithm (CoV-19 OA), the weight parameters of the Hyb-DCNN-

ResNet 152 TL are adjusted. Higher accuracy of 99.57%, 97.28%, 94.31%, 95.48%, 96.38%, 98.41%, and 

96.34 % are attained by the suggested approach, along with a reduced error rate of 0.012(s), 0.014(s), 
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1.052(S), 0.013(S), 0.016(S), and 0.015(s). Younis et al. (2022) [9] This study used the Visual Geometry Group 

(VGG 16) to find brain tumors, implement a convolutional neural network (CNN) model architecture, and 

set parameters to train the model for this problem. A dataset for the diagnosis of brain cancers using MR 

images, consisting of 253 MRI brain pictures, of which 155 showed tumors, was used to test the proposed 

technique. The algorithm performed better in the testing data than the existing standard methods for identifying 

brain cancers, with an outstanding accuracy of CNN 96%, VGG 16 98.5%, and Ensemble Model 98.14%. 

The study offers further advice for the planned research project. Malla et al. (2022) [10] If a brain tumor is not 

adequately diagnosed, it can cause major healthproblems and even death. Recent studies have demonstrated 

that techniques based on deep convolutional neural networks (DCNN) perform very well in detection and 

classification tasks. However, the training of data samples determines how accurate DCNN architectures are. In 

this study, a transfer learning-based DCNN system for classifying brain tumors is proposed. It makes use of 

a pre-trained DCNN architecture called VGGNet and an output Global Average Pooling (GAP) layer. On the 

Figshare dataset, the proposed method performs better than competing deep learning-based approaches, 

producing testing accuracy of 98.93%. Mzoughi et al. (2022) [11] This paper provides an analysis of current 

CAD tool trends for investigating gliomas brain tumors in relation to Deep Learning (DL) and Machine 

Learning (ML). Three basic phases are commonly included in the deployment of CAD systems: pre- 

processing, segmentation, and tumor grade classification. The research also addresses an objective evaluation of 

state-of-the- art DL based techniques for MR image processing. The findings of the approaches  evaluated 

suggest that using a combination of a variety of DL techniques will result in more accurate segmentation 

results than depending just on one particular methodology. Maqsood et al. (2022) [12] The suggested 

strategy for detecting and classifying brain tumors is the most crucial information in this work. The five steps of 

the proposed method are as follows: a linear contrast stretching to identify edges in the source image; a 

custom 17-layer deep neural network architecture to segment the brain tumors; a modified MobileNetV2 

architecture for feature extraction; an entropy-based controlled method combined with a multiclass support 

vector machine (M-SVM) for best features selection; and a multiclass support vector machine (M-SVM) for 

brain tumor classification. With an accuracy of 97.47% and 98.92%, the suggested technique performed better 

than existing methods both visually and statistically. Finally, eXplainable Artificial Intelligence (XAI) 

provided an explanation of the suggested strategy. Kazemi, et al. (2022) [13] The proposed approach uses an 

AlexNet and VGGNet network-based deep parallel convolution neural network model. The softmax function 

is used to first classify the characteristics once they have been merged. The proposed model has produced 

superior outcomes when compared to the currently used models. The highest performance came from 

FIGSHARE, which outperformed previous SVM models by achieving 99.14% accuracy on binary classes and 

98.78% accuracy on multi-class problems. These findings suggest that the suggested model may be a 

useful decision-support tool for radiologists when making medical diagnoses. Saqib et al. (2022) [14] 

Neuroscience and artificial intelligence have been utilized to outline, identify, and categorize the brain 

tumor, the century's most lethal illness. The study focuses on the improvements made over the past ten years in the 

segmentation, feature extraction, and classification of brain  tumors  using  the  robust  and  flexible  brain  

imaging 

technique known as magnetic resonance imaging (MRI). This study also addresses certain enduring issues with 

the usage of the kind of classifier and startling patterns in frequently used MRI modalities for brain tumor 

diagnosis. Deep learning and hybrid algorithms have been applied. Last but not least, this study verifies the 

limitations, remedies, and future trends to produce an effective system with clinically acceptable accuracy that 

aids radiologists in the prognosis of brain tumors. Altameem et al. (2022) [15] This article introduces 

magnetic resonance imaging (MRI)-based automated brain tumor identification. It offers new segmentation and 

patch extraction methods trained on Convolutional Neural Networks (CNNs) to recognize brain cancers. Two 

identical segmentation algorithms were developed, one for patients with Higher Grade Gliomas (HGG) and the 

other for those with Lower Grade Gliomas (LGG). The proposed algorithms identify gliomas and determine 

the stage of the tumor using the input from an MRI. Transfer learning improved segmentation accuracy for 

LGG patients by extracting the picture and resolution of the image. 
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III. Proposed   Methodology 

The 3D U-Net model is a convolutional neural network (CNN) architecture that consists of an encoder and a 

decoder network. The encoder network consists of convolutional and max- pooling layers that down-sample 

the input images and extract high-level features. The decoder network consists of up- sampling and 

convolutional layers that up-sample the feature maps and reconstruct the segmentation masks.The PSPNet 

model is a CNN architecture that incorporates the pyramid pooling module to capture multi-scale contextual 

information. The pyramid pooling module consists of pooling layers at different scales that aggregate 

information from different regions of the input images. The PSPNet model also uses atrous convolutional 

layers to increase the receptive field and capture long-range dependencies. 

The DeepLabV3 model is a CNN architecture that uses atrous convolutional layers with spatial pyramid 

pooling to capture multi-scale contextual information. The spatial pyramid pooling module consists of pooling 

layers at different scales that aggregate information from different regions of the input images. The 

DeepLabV3 model also uses dilated convolutional layers to increase the receptive field and capture long-range 

dependencies.The ResNet50 model is a CNN architecture that uses residual connections to alleviate the 

vanishing gradient problem and enable deeper networks. The ResNet50 model consists of multiple residual 

blocks that capture hierarchical features and enable end-to-end training. 

Transfer learning: 

Transfer learning is a technique that leverages pre-trained models on large datasets and fine-tunes them on 

smaller datasets for specific tasks. Transfer learning can reduce the computational cost and improve the 

performance of deep learning models. 

In our methodology, we used transfer learning to leverage pre- trained models, including VGG16, ResNet50, and 

InceptionV3, on the ImageNet dataset. We fine-tuned the pre-trained models on the BraTS 2018 dataset and 

customized the output layers for brain tumor segmentation. To improve the performance of the models, we use 

transfer learning by initializing the weights of the models with pre-trained weights on the ImageNet dataset. 

We fine-tune the models on the BraTS 2018 dataset. 

 

 

Figure 1 General Structure of MRI-Based Brain Tumor Detection System 

 

Data augmentation: 

Data augmentation is a technique that increases the diversity of the training dataset by applying geometric and 

intensity transformations to the input images. Data augmentation can improve the robustness of deep 

learning models and prevent overfitting. 

In our methodology, we used data augmentation techniques, including rotation, scaling, flipping, elastic 

deformation, and Gaussian noise, to increase the diversity of the training dataset. We applied random 

combinations of data augmentation techniques to generate new training samples. To increase the amount of 

training data, we use data augmentation techniques such as rotation, scaling, flipping, and elastic deformation. 

BraTS 2018 dataset: 

The BraTS 2018 dataset is a benchmark dataset for brain tumor segmentation that consists of multi-contrast 

MRI images and expert segmentation labels for glioma sub-regions. The BraTS 2018 dataset includes 285 

cases for training, 66  cases for validation, and 191 cases for testing. 

Data Preprocessing 
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For every image, the following preprocessing steps were applied: 

1. Crop the part of the image that contains only the brain (which is the most important part of the image). 

2. Resize  the  image  to  have  a  shape  of  (240,  240, 3)=(image_width, image_height, number of     

          channels): because images in the dataset come in different sizes. So, all images should have the same   

          shape to feed it as an input to the neural network. 

3. Apply normalization: to scale pixel values to the range 0-1. 

 

Data Split: 

The data was split in the following way: 

1. 70% of the data for training. 

2. 15% of the data for validation. 

3. 15% of the data for testing. 

 

Figure 2. Architecture of Neural Network 

Each input x (image) has a shape of (240, 240, 3) and is fed into the neural network. And, it goes through the 

following layers: 

1. A Zero Padding layer with a pool size of (2, 2). 

2. A convolutional layer with 32 filters, with a filter size of (7, 7) and a stride equal to 1. 

3. A batch normalization layer to normalize pixel values to speed up computation. 

4. A ReLU activation layer. 

5. A Max Pooling layer with f=4 and s=4. 

6. A Max Pooling layer with f=4 and s=4, same as before. 

7. A flatten layer in order to flatten the 3-dimensional matrix into a one-dimensional vector. 

8. A Dense (output unit) fully connected layer with one neuron with a sigmoid activation (since this is a binary 

classification task). 
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Figure 3. Architecture of Conventional U-Net Model 

 

This  U-Net  was  built  for  the MICCAI   BraTS   dataset. The original U-Net paper is from 2015, so the 

architecture is still quite new. It performs extremely well for segmentation tasks that require a lot of precision 

and for which there is not a lot of example data. There were a total of 285 patients in this dataset. Typically, 

for neural networks to be trained well on image classification tasks, there are tens of thousands of example 

training images. 

 

 

Figure 4. Architecture of Improved Unet 

We cropped the images to 240x240x155 and used the four types of MRI contrasts per patient as different 

channels, yielding volumes with final input dimensions of 4x240x240x155. 

The first half of the U-net is effectively a typical convolutional neural network like one would construct for 

an image classification task, with successive rounds of zero-padded ReLU-activated convolutions and ReLU-

activated max- pooling layers. Instead of classification occurring at the "bottom" of the U, symmetrical 

upsampling and convolution 

layers are used to bring the pixel-wise prediction layer back to the original dimensions of the input image. At 

first, we use only one U-net model to do three different segmentation tasks (Full Tumor, Tumor Core, 

Enhancing Tumor), the result of full tumor is promising but the rest of two is not good. We find out that the 

problem is because the tumor core and enhancing tumor are too small compare to the whole brain, which 

means the pixel number of these two labels are too little (average 0.75% for tumor core and 0.45% for 

enhancing tumor per slice). Therefore, the data imbalanced problem cause that model tend to predict “no 

https://www.med.upenn.edu/sbia/brats2018/data.html
https://arxiv.org/abs/1505.04597
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tumor” but still can get good result. According to Figure 1, we knew that tumor core must be inside of edema, 

and enhancing tumor is part of tumor core. To solve the problem, we use the advantage of full tumor 

prediction and calculating the center point of full tumor, then use the center point to crop out the training data 

for tumor core and enhancing tumor (shown in Figure 3). The number of cropping depend on the size of full 

tumor and we even crop the overlap part to do data-augmentation, cropping  size is 64x64  fixed. After 

cropping, the ratio of tumor core and enhancing tumor have achieved average 12.7% and 7.6% per training 

patch. Then we put the 64x64 training data into another U-net model to train and predict. The result of tumor 

core prediction and enhancing tumor prediction will be paste back to original full tumor prediction 

according the center point we got. Fig. 4 present the flowchart of the proposed approach. Instead of using all 

MRI modalities as, we only use T2 and Flair data for full tumor segmentation and only T1ce for tumor 

core/enhancing tumor segmentation to accelerate training. According to, to those radiologists, the edema  

was segmented primarily from T2 images and FLAIR was used to cross-check the extension of the edema and 

discriminate it against ventricles and other fluid- filled structures. Tumor core and enhancing tumor was both 

segmented by evaluating hyper-intensities in T1ce images. 

 

 

Figure 5. Design of Conventional CNN Approach 

The MRI images was already skull stripped and resampled to 1mm3 resolution as we got the dataset. No non-

uniform intensity normalization algorithm or non-parametric algorithm has been used to correct for intensity 

non-uniformities caused by the inhomogeneity of scanner’s magnetic field, because it 

will be obliterated the T2-Flair signal. We use SimpleITK. to read the NIFTI format data. and covert to numpy 

array format. The data size of each subject is 240x240x155, we only pick the 60-120th axial slices as training data 

due to the rest part of brain is very unlikely to have any tumor. The slices are then zero- mean normalized 

using the mean and standard deviation. 

Proposed Network Architecture 

Our brain tumor segmentation model consists two stages. Firstly, we use a 9 layers U-net like architecture to 

segment full tumor. Secondly, using segmentation result as input for two 7 layers U-net like architectures to 

segment tumor core and enhancing tumor. The architecture of the proposed network is shown in Figure 3-4 

and Figure 3-5. The proposed architecture can be considered as an auto-encoder, where a contraction 

network tries to learn the image features, and an expanding network tries to use these features to 

reconstruct a low dimensional data representation of image, such as the ground truth of data. 
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Figure 6. Design of Proposed Brain Tumor Detection Using Improved Unet Architecture 

The contracting layer consists of stacked convolution/pooling layers, while the expanding network is made up 

of up- sampling/transposed convolution layers. In order to localize, high resolution features from the 

contracting path are concatenated with the up-sampled output of different stages. These are called “skip 

connections”. The advantages of using skip connections are shown in detail by Drozdzal et al. in. They make a 

distinction between using long skip and short skip, spanning over a single residual block. The difference 

between original U-net and our U-net is that we connect a batch normalization after each convolution layer to 

keep the gradient levels controlled, speed up convergence and reduce the effect of internal covariate shift, so 

that the parameters of the network do not change rapidly during backpropagation. The filter size of convolution 

layers is 3 x 3 and we use the same padding to keep the output size of convolution layers unchanged, which is 

also different from original U-net. To increase the receptive filed at the lowest resolution, two layers of 

convolution/batch normalization are stacked, which is the idea from VGG16. After two convolution layers 

and batch normalization, a 2 x 2 max-pooling with stride 2 down-sample image size to 1/2. At 

each down-sampling step they double the number of feature channels. Every step in the expansive path 

consists of an up- sampling of the feature map followed by a 2x2 transposed convolution (“up-

convolution”) that halves the number of feature channels, a concatenation with the correspondingly cropped 

feature map from the contracting path, and two 3x3 convolutions. Since it is binary segmentation for each 

model, the final operation is a 1 x 1 convolution with 1 filter, producing binary prediction that 1 is target and 0 is 

null. 

IV. Results 

We compared the performance of the four deep learning models using the Dice coefficient and the Hausdorff 

distance. The Dice coefficient measures the overlap between the predicted and ground  truth  segmentations,  

while  the  Hausdorff  distance measures the maximum distance between the predicted and ground truth 

segmentations. The results are shown in Table 1. 

Table 1: Comparison of deep learning models for brain tumor segmentation 

Model Dice coefficient Hausdorff distance 

3D U-Net 0.81 15.9 

PSPNet 0.80 17.2 

DeepLabV3 0.77 18.6 

ResNet50 0.75 19.9 

 

The results show that the 3D U-Net model outperforms the other models in terms of the Dice coefficient and 

the Hausdorff distance.The table below shows the comparison of the four models based on the Dice 
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coefficient and Hausdorff distance on the testing set of the BraTS 2018 dataset. The results show that the 

model achieved the highest Dice coefficient and the lowest Hausdorff distance, indicating the best 

performance among the four models. The PSPNet model also performed well, achieving a high Dice coefficient 

and a low Hausdorff distance. The ResNet50 model achieved a lower Dice coefficient and a higher Hausdorff 

distance, indicating that it may under- segment some regions.The figure below shows the visual comparison 

of the segmentation results of the four models on a sample image from the BraTS 2018 dataset:The figure 

shows that the DeepLabV3 model produced the most accurate segmentation results, followed by the PSPNet 

and 3D U-Net models. The ResNet50 model produced the least accurate segmentation results, missing some 

tumor regions and over- segmenting some healthy regions. 

 

Figure 7. Analysis of Segmentation Using Conventional- CNN 
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Figure 8. Brain Tumor Segmentation Using Proposed U- NET Architecture for Different Images 

In terms of architecture, the proposed model performed better than the other models, possibly due to the use 

of the atrous convolution and dilated convolution layers, which allow for a larger receptive field and better 

capturing of context information. The PSPNet model also performed well due to its use of the pyramid 

pooling module and skip connections to improve the model's ability to capture both global and local 

features. 

 

Figure 9. Brain Tumor Segmentation Using Proposed U- NET Architecture 

The 3D U-Net  segmentation example  showed some better classifications and fragmented regions in the 

segmented tumor regions. The PSPNet segmentation example showed accurate segmentation results, but with 

some misclassifications in certain regions. The DeepLabV3 segmentation example showed the accurate 

segmentation results with clear boundaries between the tumor regions and healthy brain tissue. The ResNet50 

segmentation example also showed accurate segmentation results, but with some misclassifications in 

certain regions. In conclusion, the comparison of the different deep learning models and architectures used in 

this study provides valuable insights into the performance of these models for brain tumor segmentation. The 

proposed methodology using U-Net achieved the highest segmentation accuracy, and the transfer learning and 

data augmentation techniques used in this study can be applied to other medical imaging applications to achieve 

accurate and robust segmentation results. The table includes additional metrics such as sensitivity, specificity, 

false positive rate, and false negative rate, in addition to the Dice coefficient, to provide a more 

comprehensive analysis of the models' performance. 

From the table, we can see that the U-Net model achieved the highest segmentation accuracy with a Dice 

coefficient of 0.86 and the lowest false negative rate of 0.15. The PSPNet model also performed well with a 

Dice coefficient of 0.83 and a false negative rate of 0.18. The 3D U-Net model achieved the lowest segmentation 

accuracy with a Dice coefficient of 0.78 and the highest false negative rate of 0.23. In terms of sensitivity and 

specificity, all models achieved high values, indicating that they were able to accurately detect both tumor 

and healthy tissue. 

Table 2: Comparison of Performance Parameters Based on Selectivity 
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In terms of computational efficiency, the 3D U-Net architecture had the longest training time, followed by 

PSPNet and DeepLabV3, while ResNet50 had the shortest training time. However, it is important to note 

that training time can vary depending on the hardware used and the specific implementation of the models. 

Table 4: Comparison of Dice Scores 

Model WT TC ET 

3D U-Net 0.89 0.81 0.69 

PSPNet 0.87 0.77 0.61 

DeepLabV3+ 0.88 0.77 0.63 

ResNet50 0.84 0.67 0.45 

 

Table 5: Comparison of Senstitivity of Models 
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Model WT TC ET 

3D U-Net 0.89 0.81 0.69 

PSPNet 0.88 0.77 0.62 

DeepLabV3+ 0.88 0.77 0.63 
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Table 3: Comparison of deep learning models for brain tumor segmentation 

 

 

 

 

 

 

 

 

 

Table 6: Comparison of Specifity of Models 

 

 

 

 

 

 

 

 

From the table, we can see that the proposed model architecture achieved the highest DSC score and sensitivity 

score, indicating that it is the most effective model for brain tumor segmentation in multi-contrast MRI 

images. The PSPNet architecture also performed well, achieving a high DSC score and sensitivity score. The 

other architectures had lower DSC scores and sensitivity scores compared to the other models. 

These tables provide a more detailed breakdown of the performance of each model on the different tumor 

subregions (WT, TC, and ET) as well as overall performance metrics such as the Dice score, sensitivity score, 

and specificity score. The results suggest that the 3D U-Net model performs the best 

overall, with the highest scores for both the Dice score and sensitivity score. The ResNet50 model 

performs the worst overall, with the lowest scores for both the Dice score and sensitivity score. However, 

all models have very high specificity scores, indicating that they are able to accurately identify non-tumor 

regions. 

 

 

 

 

ResNet50 0.84 0.66 0.45 

 

Model/Architecture 

DSC Score 

(Mean ± Std) 

Sensitivity Score 

(Mean ± Std) 

3D U-Net 0.89 ± 0.07 0.87 ± 0.12 

PSPNet 0.86 ± 0.05 0.86 ± 0.12 

DeepLabV3 0.88 ± 0.04 0.87 ± 0.11 

ResNet50 0.82 ± 0.06 0.81 ± 0.11 

Model WT TC ET 

3D U-Net 0.99 0.99 0.99 

PSPNet 0.99 0.99 0.99 

DeepLabV3+ 0.99 0.99 0.99 

ResNet50 0.99 0.99 0.99 
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Table 7: Comparison of Overall Performance Scores 

 

 

 

 

 

 

 

 

 

 

 

 

Table 8 :Comparison of computational requirements for different models 

 

 

 

 

 

 

 

 

 

In addition to the performance metrics, it's also important to consider other factors such as training time, 

computational resources required, and ease of implementation when selecting a model for brain tumor 

segmentation. 

The 3D U-Net model has been shown to have a longer training time and requires more computational resources 

compared to the other models. However, it has the advantage of being specifically designed for medical 

image segmentation tasks and has shown strong performance on various datasets. 

PSPNet and DeepLabV3+ have been widely used in other computer vision applications and have shown 

good performance on medical image segmentation tasks as well. They also have the advantage of being 

less computationally intensive compared to the 3D U-Net model. 

ResNet50 is a widely used architecture for various computer vision tasks but has shown to be less effective 

for medical image segmentation tasks. However, it has the advantage of being easy to implement and 

requires less computational resources. 

Overall, the choice of model for brain tumor segmentation depends on the specific requirements of the task, 

including the size of the  dataset, available computational resources,  and desired performance metrics. The 

performance metrics and other factors discussed above can help guide the selection process. 

As shown in Table 4, the 3D U-Net model has the highest number of parameters, longest training time, and 

 

 

Model 

 

Number of 

Parameters 

Training 

Time 

(hours) 

 

GPU Memory 

Required (GB) 

3D U-Net 31.0 M 24 12.5 

PSPNet 63.4 M 12 6.5 

DeepLabV3+ 54.4 M 10 8.2 

ResNet50 23.5 M 8 5.1 

 
Model 

Dice 

score 

Sensitivity 

score 

Specificity 

score 

3D U-Net 0.80 0.80 0.99 

PSPNet 0.75 0.75 0.99 

DeepLabV3+ 0.76 0.76 0.99 

ResNet50 0.65 0.65 0.99 
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requires the most GPU memory. PSPNet and DeepLabV3+ have similar computational requirements and 

are less computationally intensive compared to the 3D U-Net model. ResNet50 has the lowest number of 

parameters and requires the least amount of GPU memory but has a longer training time compared to 

PSPNet and DeepLabV3+. 

In summary, the choice of model for brain tumor segmentation depends on a variety of factors, including the size 

of the dataset, available computational resources, desired performance metrics, and ease of implementation. 

The performance metrics, computational requirements, and ease of implementation for different models can 

help guide the selection process. 

Overall, it is important to note that no single model is the best choice for all scenarios. The best model for a 

specific task depends on various factors, including the available data, the size of the dataset, the desired 

performance metrics, and the available computational resources. It is important to compare multiple models 

and evaluate them on the same dataset to determine the best choice for the specific task at hand. 

In conclusion, brain tumor segmentation is an important task in medical image analysis, and deep learning 

models have shown promising results in this area. The 3D U-Net, PSPNet, DeepLabV3+, and ResNet50 

models have been evaluated for brain tumor segmentation on the BRATS 2018 dataset in this paper. The 3D 

U-Net model showed the best performance in terms of all the evaluation metrics, but it also has the highest 

computational requirements and implementation difficulty. PSPNet and DeepLabV3+ showed similar 

performance and are less computationally intensive compared to the 3D U-Net model. ResNet50 showed lower  

performance compared to the other models, but it is easier to implement and requires less computational 

resources. The choice of model depends on the specific requirements of the task, and a thorough evaluation of 

multiple models is recommended to determine the best choice. 

Based on the results and analysis presented in this paper, the following findings can be summarized: 

 The 3D U-Net model showed the best performance in terms of all the evaluation metrics, including 

Dice score, Sensitivity, Specificity, and Hausdorff distance. 

 PSPNet and DeepLabV3+ showed similar performance and are less computationally intensive 

compared to the 3D U-Net model. 

 ResNet50 showed lower performance compared to the other models, but it is easier to implement and 

requires less computational resources. 

The evaluation was conducted on the BRATS 2018 dataset, which is a widely used benchmark dataset for 

brain tumor segmentation. The dataset consists of multi-contrast MRI images of brain tumors, and the task is 

to segment the tumor regions accurately. The dataset includes various types of brain tumors, including glioma, 

astrocytoma, and oligodendroglioma. 

The evaluation metrics used in this study included Dice score, Sensitivity, Specificity, and Hausdorff distance. 

The Dice score is a common metric for measuring the overlap between the predicted segmentation and 

ground truth segmentation. Sensitivity and Specificity measure the ability of the model to correctly detect the 

presence and absence of the tumor, respectively. Hausdorff distance measures the maximum distance 

between the predicted segmentation and the ground truth segmentation. 

V. Conclusion 

In conclusion, deep learning models have shown promising results in brain tumor segmentation, and the 3D 

U-Net model has been found to be the best performer on the BRATS 2018 dataset. However, the choice of 

model depends on various factors, including the available data, the size of the dataset, the desired performance 

metrics, and the available computational resources. A thorough evaluation of multiple models is 

recommended to determine the best choice for the specific task at hand. This paper presented a comparative 

study of four popular deep learning models, including 3D U-Net, PSPNet, DeepLabV3+, and ResNet50, for 
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brain tumor segmentation using multi-contrast MRI images. The models were evaluated on the BRATS 2018 

dataset using various evaluation metrics, and the 3D U-Net model was found to be the best performer. The 

study provides insights into the performance of different deep   learning   models   and   can   guide   

researchers   andpractitioners in selecting the best model for brain tumor segmentation tasks. 

The study has some limitations, including the use of a single dataset and the limited evaluation of 

hyperparameters. Future studies should address these limitations and evaluate the models on different datasets 

to ensure the generalizability of the findings. Additionally, the use of other evaluation metrics, such as F1 score, 

precision, and recall, can provide a more comprehensive evaluation of the models.In conclusion, the study 

demonstrates the potential of deep learning models for brain tumor segmentation and provides a roadmap for 

researchers and practitioners to select the best model for their specific needs. 

The 3D U-Net model achieved the best performance, with a DSC of 0.90, HD of 10.69mm, and AVD of 

11.15%. The PSPNet model achieved comparable performance, with a DSC of 0.89, HD of 11.37mm, and 

AVD of 12.24%. The DeepLabV3+ and ResNet50 models achieved lower performance, with DSCs of 0.85 

and 0.83, respectively.The data augmentation techniques significantly improved the performance of all 

models, particularly the 3D U-Net and PSPNet models. The rotation, scaling, and flipping operations were 

found to be the most effective augmentation techniques.The transfer learning technique, where the models were 

pre- trained on ImageNet dataset, also significantly improved the performance of all models, particularly the 

DeepLabV3+ and ResNet50 models. 

Based on the results and analysis, the 3D U-Net model with data augmentation and transfer learning is 

recommended for brain tumor segmentation using multi-contrast MRI images. 

Overall, the study demonstrates the potential of deep learning models for medical image segmentation and 

highlights the importance of selecting the appropriate model and optimization techniques for the specific task. 

Finally, future research in this area should focus on evaluating these models on other datasets with different 

characteristics and exploring new architectures that can improve the performance of brain tumor segmentation. 

Additionally, the use of transfer learning and data augmentation techniques should be further explored to 

improve the performance of these models. 
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