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Abstract: This research article thoroughly examines the implementation of an enhanced Grey Wolf Optimization (GWO) method for Multi-Objective Power Flow Optimization (MO-PFO) in the IEEE-118 bus test system. Given the growing complexity and uncertainty in modern power systems, power flow optimization presents a crucial challenge. The suggested enhanced GWO algorithm improves the performance of the traditional GWO for MO-PFO issues while addressing its inherent flaws.

The goal of this study is to obtain optimal solutions concurrently for multiple objectives, including the reduction of power losses, voltage variations, and the enhancement of system stability. In the Related Works section, I review the research on power flow optimization in the literature, which also showcases the improvements achieved by applying various optimization techniques and discusses the benefits and drawbacks of traditional optimization methods and their effectiveness in dealing with MO-PFO issues.

The improved GWO algorithm, designed specifically for MO-PFO, is described in detail in the Methodology section. I explain the adjustments made to the regular GWO algorithm and introduce a cutting-edge method for handling multiple objectives. In the IEEE-118 bus test system, I present the mathematical model of the MO-PFO problem and develop fitness functions for each objective.

Furthermore, I describe the implementation of the enhanced GWO algorithm, including parameter settings and termination criteria. The proposed algorithm demonstrates its capability to effectively handle the multi-objective nature of power flow optimization, thereby paving the way for future power system operations that are more dependable and sustainable.

Keywords: Genetic Algorithm, Grey Wolf Optimization, IEEE-118 Bus, Optimal Power Flow, Particle Swarm Optimization.

1. Introduction

The efficient and reliable operation of modern power systems heavily relies on effective power flow optimization. Power flow optimization aims to minimize power losses, voltage deviations, and improve system stability while satisfying various operational constraints. Solving these multi-objective power flow optimization (MO-PFO) problems is a complex task due to the high dimensionality, non-linearity, and uncertainties present in power systems. Traditional optimization techniques often struggle to handle such challenges, motivating the exploration of nature-inspired algorithms for improved performance.

The Grey Wolf Optimization (GWO) algorithm, inspired by the social behaviour of grey wolves, has gained popularity in recent years due to its simplicity and efficiency in solving optimization problems. The GWO algorithm mimics the hunting behaviour of grey wolves and employs their hunting strategies to iteratively search for optimal solutions. However, the standard GWO algorithm has limitations when applied to MO-PFO problems, such as the lack of adaptive mechanisms and difficulty in maintaining a good balance between exploration and exploitation.
This research paper aims to address these limitations and presents an enhanced version of the GWO algorithm specifically tailored for MO-PFO in the IEEE-118 bus test system. The proposed improved GWO algorithm incorporates adaptive parameters and a local search mechanism to enhance its exploration and exploitation capabilities. Additionally, a novel approach is introduced to handle multiple objectives efficiently, utilizing a Pareto dominance-based fitness function. The main objectives of this research are as follows:

- Develop an improved version of the GWO algorithm suitable for MO-PFO in power systems.
- Compare the performance of the proposed improved GWO algorithm with the standard GWO and other conventional optimization techniques.
- Analyse the efficiency and effectiveness of the improved GWO algorithm in finding Pareto optimal solutions for the IEEE-118 bus test system.

Modern power systems significantly rely on good power flow optimization for their efficient and dependable functioning. While addressing a number of operational restrictions, power flow optimization seeks to reduce power losses, voltage variations, and increase system stability. Due to the high dimensionality, non-linearity, and uncertainty involved in power systems, solving these multi-objective power flow optimization (MO-PFO) issues is a challenging undertaking. The research of algorithms inspired by nature for better performance is motivated by the fact that conventional optimization approaches frequently find it difficult to address such problems.

The objective function is represented by quadratic curves of the second order. The primary goal of this function is to minimize the fuel cost. The following five characteristics may be used to determine the ideal power flow problem:

**Goal-oriented Purpose**
The switches
The reliant elements
The restrictions on equality
Constraints on inequality

Objective Purpose: Focusing on the main objective lowers the cost of working. The objective of this effort is to demonstrate the era's genuine power. To do this, the OPF's work simulates the price of producing electricity inside its framework. The quadratic cost model for the age of electricity will be used. The capacity to perform at a high level as you age is the objective function.

\[
F_{i} = a_{i} + b_{i} (P_{gi}) + c_{i} (P_{gi})^{2}
\]

Where: \(a_{i}\), \(b_{i}\), and \(c_{i}\) are the Cost Coefficients and \(P_{gi}\) is the Number of Generations in MW at Generator I.

Instead of restricting costs to a certain portion of the power grid, this target capacity really does what it sets out to do: it restricts system costs as a whole. It is the scalar capacity of the variable. Therefore, the whole power framework’s objective of cost reduction is

Minimize

\[
F_{c} = \sum_{i=1}^{NG} (a_{i} + b_{i} (P_{gi}) + c_{i} (P_{gi})^{2})
\]

Where,
where the cost coefficients are \(a_{i}\), \(b_{i}\), and \(c_{i}\).

The number of generation (NG), which includes the slack bus, is one.

The control components help to produce the desired outcomes. For instance, managing the dynamic power generation reduces the cost of dynamic power generation. The main purpose of the control components is to lower the expense of power generation by adapting to each person's unique demands.

Dependent variables; Unlevelled factors are referred to as subordinate factors. As long as the motive to handle the particular problem can be acknowledged, many factors might be incorporated. The two most crucial factors in this context are greatness and the mind-boggling bus voltage advantage.

An Overview of Equality Restrictions; The material science of the power framework is reflected in the equity criteria. The power system must be running normally, with each component operating to the limits of its...
capabilities so that the net power generation equals the total of all interest and losses, in order to operate at its peak efficiency. The research of dynamic and reactive power can help with this.

\[ P_i = P_{load} + P_{loss} \]  
\[ Q_i = Q_{load} + Q_{loss} \]

Where:
- \( P_i \) & \( Q_i \) are the active and reactive power outputs
- \( P_{load} \) & \( Q_{load} \) are the active and reactive load power
- \( P_{loss} \) & \( Q_{loss} \) are the active and reactive power loss

Due to its ease of use and effectiveness in resolving optimization issues, the Grey Wolf Optimization (GWO) algorithm, which is based on the social behavior of grey wolves, has become more well-known in recent years. The GWO algorithm imitates the hunting behavior of grey wolves and utilizes their hunting techniques to iteratively find the best solutions. However, the traditional GWO method is constrained when used to solve MO-PFO issues since it lacks adaptive mechanisms and finds it challenging to strike a balance between exploration and exploitation.

To overcome these drawbacks, this research work develops and specially adapts the GWO algorithm for MO-PFO in the IEEE-118 bus test system. The suggested modified GWO algorithm includes adjustable parameters and a local search mechanism to increase its capabilities for exploration and exploitation. Additionally, a unique strategy is proposed that effectively uses a fitness function based on Pareto dominance to manage numerous objectives. The major aims of this investigation are as follows:

1. Create an improved version of the GWO algorithm that is appropriate for MO-PFO in power systems.
2. Compare the performance of the proposed modified GWO algorithm to that of the original GWO and other traditional optimization methods.
3. Study the efficacy and efficiency of the modified GWO algorithm in locating Pareto-optimal solutions for the IEEE-118 bus test system.

2. Related Works

The optimum power flow is a key instrument for the operation and design of power systems. It aims to reduce the operating costs of energy generation and transmission by modifying control variables while preserving economic, operational, and environmental limitations. To handle the optimal power flow problem, this paper suggests and examines an Improved Heap-based Optimization Algorithm as a unique approach that successfully improves the performance of a recently developed algorithm, namely the Heap-based Optimization algorithm.

With the upgraded optimizer, an efficient exploitation feature is developed to boost searching around the leader position, thereby improving performance. This enhancement increases its capacity for global search while preventing it from being stuck in a local optimum. The optimizers are created with a variety of objectives of the optimal power flow problem, focusing on minimizing the cost of fuel, the quantity of emissions, and transmission power losses, as well as additional restrictions in real power systems, such as the valve-point effect and security constraints [1-3]. To resolve the examined multi-objective scenarios, a multi-objective enhanced heap optimization approach is researched, based on the Pareto principle.

To demonstrate the effectiveness and performance of the suggested approach in solving the optimal power flow problem, three standard systems—the IEEE 57-bus system, a large-scale 118-bus system, and a realistic system—are used. A comparison study with others in the literature has been conducted to show how well the suggested optimizer handles non-convex and different scale optimization issues [6-12].

Power systems have grown dramatically in recent years, particularly with the addition of several renewable energy sources (RESs) [4-6]. Increased participation of stochastic RESs in the power grid can help maximize energy efficiency when the current contemporary power system is operating at its best. Optimal power flow (OPF) is a challenging, non-linear optimization issue that becomes more complex when stochastic RESs are added to the network.

To tackle OPF difficulties, this research study introduces a novel physics-based optimization technique called the Flow Direction Algorithm (FDA), inspired by the movement of the flow directed toward the drainage basin outlet. By deliberately devoting a portion of the search process to global search and the remaining to local search, the
FDA algorithm finds optimum solutions with greater precision. The suggested OPF model takes into account three different RESs: solar photovoltaic, wind, and small hydropower producers. Monte Carlo simulation is used to handle the uncertainties in the wind speed and solar irradiation, while the small hydro unit is considered as a fixed source of power generation. The FDA algorithm has been verified on IEEE 30, 57, and 118-bus systems, and the results have been compared with those of cutting-edge algorithms. It is discovered that FDA offers superior OPF solutions when compared to other recently developed approaches [8-10].

3. Proposed Methodology

This section presents the Multi-Objective Power Flow Optimization (MO-PFO) problem in the IEEE-118 bus test system, along with the suggested methods for improving the Grey Wolf Optimization (GWO) algorithm. The system includes local search functionality, adjustable parameters, and a new method for managing numerous goals. The suggested approach is described in detail below, with tables for parameter settings and algorithm stages provided as references.

Step 1: Problem Formulation

In the IEEE-118 bus test system, the MO-PFO problem is formulated with several goals in mind, such as minimizing total active power loss, total reactive power loss, voltage deviations, and deviations of generator outputs and line flows from their scheduled and rated values, respectively. The following are the objective processes:

Minimize Total Active Power Loss (P_loss)
Minimize Total Reactive Power Loss (Q_loss)
Minimize Voltage Variations (V_dev)
Minimize Deviations in Generator Output (Gen_out_dev)
Minimize Line Flow Deviations (Line_flow_dev)

The following restrictions apply to the objective functions:

Limits on bus voltage (V_min, V_max)
Limits on generator output (Gen_min, Gen_max)
Limits on line flow (Line_flow_max)

Step 2: Proposed Improved GWO Algorithm

The proposed improved GWO algorithm includes innovative fitness functions for multiple objectives, adjustable parameters, and a local search mechanism. The local search technique improves the algorithm's capacity to refine solutions in potential locations, while the adaptive parameters permit a better balance between exploration and exploitation. The innovative fitness function ranks solutions according to their dominance in the goal space using Pareto dominance.

Step 3: Parameter Settings

The parameter settings for the suggested enhanced GWO algorithm are shown in the corresponding tables.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>50</td>
</tr>
<tr>
<td>Maximum Generations</td>
<td>1000</td>
</tr>
<tr>
<td>Crossover Rate</td>
<td>0.8</td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>0.2</td>
</tr>
<tr>
<td>Inertia Weight</td>
<td>Linearly decreasing</td>
</tr>
<tr>
<td>Exploration Factor</td>
<td>2.0</td>
</tr>
<tr>
<td>Convergence Tolerance</td>
<td>1e-6</td>
</tr>
</tbody>
</table>
The population size of 50 was designed to strike a balance between exploration potential and processing efficiency. The algorithm's convergence behavior is controlled by setting the maximum number of generations to 1000. Crossover and mutation rates of 0.8 and 0.2, respectively, are used to preserve population diversity. To regulate the equilibrium between exploration and exploitation, the inertia weight is linearly reduced from 0.9 to 0.4 across generations. The enhanced exploration capabilities of the updated GWO algorithm are encouraged by the greater exploration factor of 2.0.

Step 4: Initialization
The algorithm creates a population of grey wolves in the possible solution space and places them in random locations. Each grey wolf's location symbolizes a potential answer to the MO-PFO issue.

Step 5: Evaluation
Using the suggested innovative fitness function, the fitness of each grey wolf is assessed. The fitness function ranks solutions according to their dominance in the goal space using Pareto dominance. Better dominance scores for grey wolves are seen as better options.

Step 6: Local Search
To focus solutions on potential areas, a local search method is used. Based on their dominance ranks, a fraction of the grey wolves is chosen, and a local search procedure is carried out to advance their locations.

Step 7: Update Placements
The adaptive GWO equations are used to update the placements of the grey wolves while taking into account their fitness scores and exploration factor. The algorithm is better able to modify exploration and exploitation inclinations in accordance with the issue features, thanks to the adaptive parameters.

Step 8: Convergence Check
The method verifies convergence using a predetermined tolerance level. If the convergence requirements are satisfied, the method ends, and the Pareto optimal solutions are taken from the final population.

Step 9: Termination
The algorithm ends whenever it has completed the required number of generations or has satisfied the convergence requirements.

Step 10: Pareto Front Derivation
The Pareto front, which represents the collection of non-dominated solutions offering the best trade-offs between the competing objectives, is derived from the final population.
The suggested technique efficiently manages the challenges of multi-objective power flow optimization by combining the strength of the GWO algorithm with adaptive parameters and a unique fitness function. Flowcharts graphically represent the procedures involved in optimal power flow, GWO operation, and the applied technique, while tabular analysis aids in clearly displaying the parameter settings and algorithm phases. The proposed improved GWO algorithm demonstrates its ability to quickly locate Pareto-optimal solutions for the IEEE-118 bus test system, advancing power system optimization methods for long-term and dependable functioning of the power system.

To provide a comprehensive analysis of the proposed improved GWO algorithm's performance, a series of experiments were conducted on the IEEE-118 bus test system. The IEEE-118 bus system consists of 118 buses, 54 generators, and 186 transmission lines, making it a standard benchmark system for power system optimization studies.

The table below summarizes the main parameters and settings used in the experiments:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>50</td>
</tr>
<tr>
<td>Maximum Generations</td>
<td>1000</td>
</tr>
<tr>
<td>Crossover Rate</td>
<td>0.8</td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>0.2</td>
</tr>
<tr>
<td>Inertia Weight</td>
<td>Linearly decreasing</td>
</tr>
<tr>
<td>Exploration Factor</td>
<td>2.0</td>
</tr>
<tr>
<td>Convergence Tolerance</td>
<td>1e-6</td>
</tr>
</tbody>
</table>

The population size of 50 was chosen to balance computational efficiency and exploration capacity. A maximum of 1000 generations was set to control the algorithm's convergence behavior. The crossover and mutation rates were set to 0.8 and 0.2, respectively, to maintain diversity in the population. The inertia weight was linearly decreased from 0.9 to 0.4 over generations to control the balance between exploration and exploitation. A higher exploration factor of 2.0 was introduced to encourage better exploration capabilities in the improved GWO algorithm.

To evaluate the performance of the proposed algorithm, we compared it with the standard GWO algorithm and two conventional optimization techniques: Particle Swarm Optimization (PSO) and Genetic Algorithm (GA). The same set of objectives and constraints were applied to all algorithms. The objectives include:

- Minimize total active power loss in the system.
- Minimize total reactive power loss in the system.
- Minimize voltage deviations from the desired set point at all buses.
- Minimize the total deviation of generator outputs from their scheduled values.
- Minimize the total deviation of line flows from their rated values.

Constraints were imposed on bus voltage limits, generator output limits, and line flow limits to ensure the feasibility of the solutions. The constraints were set based on the IEEE-118 bus test system's characteristics.

The table below presents a comparative analysis of the algorithms' performance based on various metrics:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>No. of Pareto Solutions</th>
<th>Convergence Speed</th>
<th>Computational Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved GWO</td>
<td>50</td>
<td>Fast</td>
<td>32.5</td>
</tr>
<tr>
<td>Standard GWO</td>
<td>35</td>
<td>Slow</td>
<td>45.2</td>
</tr>
<tr>
<td>PSO</td>
<td>42</td>
<td>Moderate</td>
<td>56.7</td>
</tr>
<tr>
<td>GA</td>
<td>38</td>
<td>Moderate</td>
<td>58.9</td>
</tr>
</tbody>
</table>
The number of Pareto solutions represents the diversity of solutions provided by each algorithm, with higher numbers indicating a more diverse set of solutions. The improved GWO algorithm outperforms other algorithms in terms of the number of Pareto solutions, demonstrating its superior ability to explore the solution space effectively. The convergence speed is measured based on the number of generations required to reach convergence. The improved GWO algorithm exhibits faster convergence compared to the standard GWO, PSO, and GA, indicating its efficient exploration and exploitation capabilities. Furthermore, the computational time taken by each algorithm to find the Pareto solutions is recorded. The improved GWO algorithm shows a significant improvement in computational efficiency compared to the standard GWO, making it more practical for real-world applications.

<table>
<thead>
<tr>
<th>Table 4: Algorithm Steps</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Problem Formulation</td>
</tr>
<tr>
<td>2</td>
<td>Proposed Improved GWO Algorithm</td>
</tr>
<tr>
<td>3</td>
<td>Parameter Settings</td>
</tr>
<tr>
<td>4</td>
<td>Initialization</td>
</tr>
<tr>
<td>5</td>
<td>Evaluation</td>
</tr>
<tr>
<td>6</td>
<td>Local Search</td>
</tr>
<tr>
<td>7</td>
<td>Update Positions</td>
</tr>
<tr>
<td>8</td>
<td>Convergence Check</td>
</tr>
<tr>
<td>9</td>
<td>Termination</td>
</tr>
<tr>
<td>10</td>
<td>Pareto Front Extraction</td>
</tr>
</tbody>
</table>

In conclusion, the proposed improved GWO algorithm demonstrates its superiority in solving MO-PFO problems for the IEEE-118 bus test system. The adaptive parameters and local search mechanism enhance the exploration and exploitation capabilities, resulting in a more diverse and efficient set of Pareto optimal solutions. The tabular analysis clearly highlights the algorithm's superior performance in terms of convergence speed and computational efficiency compared to other conventional optimization techniques. This research contributes to the advancement of power flow optimization techniques, offering valuable insights for power system planners and operators to make informed decisions to ensure reliable and sustainable power system operation.

4. Results And Discussion

In order to reduce fuel costs and active power loss in a network while maintaining network restrictions, this research article aims to optimize a variety of characteristics, including reactive power. The study covers the following concerns:

I. The formulation of the Optimal Power Flow issue for the IEEE-118 bus system.

II. The use of various computer techniques to save fuel costs in the IEEE-118 bus system while maintaining network integrity.

III. The application of soft computing methods to the IEEE-118 bus system, including Particle Swarm Optimization (PSO), and an improved GWO algorithm.

The study utilizes the standard IEEE-118 bus data made accessible by MATPOWERTM. The IEEE-118 bus branch system, supplied with data by Iraj Dabbagchi of AEP and Rich Christie, who entered it in the IEEE Common Data Format, serves as the test system for this inquiry. The study presents its findings using a unique line chart.

Experiments are conducted on the IEEE 118-bus test system to demonstrate the efficacy of the optimization. Both soft computing techniques operate well and are successful in resolving the optimal power flow issue. However, the improved suggested approach converges more quickly and achieves greater accuracy in locating the optimal point. Table provides a comparison of the performance of the original method and the enhanced algorithm applied to the specified multi-objective function. Despite the efficiency of both PSO and GA-based algorithms being
comparable, the cost function for the suggested hybrid-based optimization is lower. The data analysis demonstrates that using soft computing technologies to address complex power flow issues is a successful strategy. The study underscores how crucial it is to minimize fuel expenditures and power loss in a complicated, linked power system.

Table 5: Solution of Multi Objective OPF Problem- PSO (Case-1)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel Cost</td>
<td>1701321 ($/h)</td>
</tr>
<tr>
<td>Active Power Transmission Loss</td>
<td>120.473 (MW)</td>
</tr>
</tbody>
</table>

Figure 1: IEEE-118 Bus System- Single Line Diagram
In order to illustrate the effectiveness of proposed optimization it has been tested on IEEE 118-bus test systems. The results have been shown in figure 2 to 5.

**Table 6 : Solution of Multi Objective OPF Problem- GA (Case-1)**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel Cost</td>
<td>1701113 ($/h)</td>
</tr>
<tr>
<td>Active Power Transmission Loss</td>
<td>116.473 (MW)</td>
</tr>
</tbody>
</table>

**Table 7: Solution of Multi Objective OPF Problem- Improved GWO (Case-1)**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel Cost</td>
<td>1681121 ($/h)</td>
</tr>
<tr>
<td>Active Power Transmission Loss</td>
<td>111.123 (MW)</td>
</tr>
</tbody>
</table>

PSO and GA, two soft computing techniques, both function at maximum efficiency and successfully solve the optimal power flow issue. However, the revised suggested method tracks the optimal location more precisely and quickly. The performance of the suggested improved method when applied to the specified multi-objective function is compared in Table 7.

![ANALYSIS OF METHODOLOGY](image)

**Figure 2: Analysis of Proposed Methodology**

![ACTIVE POWER TRANSMISSION LOSS](image)

**Figure 3: Analysis of Fuel Cost Optimization**
To evaluate the performance of the proposed improved Grey Wolf Optimization (GWO) algorithm for Multi-Objective Power Flow Optimization (MO-PFO) in the IEEE-118 bus test system, we conducted a series of experiments. The experiments were performed with different combinations of objectives and constraints to assess the algorithm's efficiency in finding Pareto optimal solutions. The table below presents sample results for two test scenarios.

### Table 8: Sample Results for Test Scenarios (Case-2)

<table>
<thead>
<tr>
<th>Test Scenario</th>
<th>Objective 1 (P_loss)</th>
<th>Objective 2 (Q_loss)</th>
<th>Objective 3 (V_dev)</th>
<th>Objective 4 (Gen_out_dev)</th>
<th>Objective 5 (Line_flow_dev)</th>
<th>Computational Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>150.6</td>
<td>50.8</td>
<td>0.018</td>
<td>3.4</td>
<td>0.001</td>
<td>32.5</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>134.2</td>
<td>46.5</td>
<td>0.021</td>
<td>2.7</td>
<td>0.002</td>
<td>37.8</td>
</tr>
</tbody>
</table>

In Scenario 1, the improved GWO algorithm achieved a total active power loss (P_loss) of 150.6 MW and a total reactive power loss (Q_loss) of 50.8 MVar. The voltage deviation (V_dev) was minimized to 0.018 pu, indicating the algorithm's capability to maintain voltage stability. The deviation of generator outputs (Gen_out_dev) from their scheduled values was limited to 3.4 MW, while the line flow deviation (Line_flow_dev) was only 0.001 pu, demonstrating the improved GWO's ability to maintain line flow within safe limits. In Scenario 2, the algorithm further improved the results, achieving a lower total active power loss of 134.2 MW and a total reactive power loss of 46.5 MVar. The voltage deviation was slightly increased to 0.021 pu, which might be attributed to trade-offs with other objectives. However, the deviation of generator outputs reduced to 2.7 MW, indicating better precision in maintaining generator schedules. The line flow deviation increased slightly to 0.002 pu but was still within acceptable limits.
The computational time for each test scenario was measured to assess the algorithm's efficiency. Scenario 1 required 32.5 seconds to converge to the Pareto optimal solutions, while Scenario 2 took 37.8 seconds. The improved GWO algorithm demonstrates reasonable computational efficiency even for larger power systems. To further evaluate the performance of the proposed improved GWO algorithm, we compared it with the standard GWO and two conventional optimization techniques, Particle Swarm Optimization (PSO), and Genetic Algorithm (GA), using the same set of objectives and constraints.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>No. of Pareto Solutions</th>
<th>Convergence Speed</th>
<th>Computational Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved GWO</td>
<td>50</td>
<td>Fast</td>
<td>32.5</td>
</tr>
<tr>
<td>Standard GWO</td>
<td>35</td>
<td>Slow</td>
<td>45.2</td>
</tr>
<tr>
<td>PSO</td>
<td>42</td>
<td>Moderate</td>
<td>56.7</td>
</tr>
<tr>
<td>GA</td>
<td>38</td>
<td>Moderate</td>
<td>58.9</td>
</tr>
</tbody>
</table>

The improved GWO algorithm outperforms other algorithms in terms of the number of Pareto solutions, demonstrating its superior ability to explore the solution space effectively. It provides a more diverse set of solutions, offering better trade-offs between conflicting objectives. The convergence speed of the improved GWO algorithm is faster than the standard GWO, PSO, and GA, indicating its efficient exploration and exploitation capabilities. The faster convergence is attributed to the adaptive parameters and local search mechanism incorporated into the proposed algorithm.

Moreover, the improved GWO algorithm showcases significant improvements in computational efficiency compared to the standard GWO, PSO, and GA. The reduced computational time makes it more practical for real-world applications, especially in large-scale power systems.

5. Conclusion

In the IEEE-118 bus test system, the modified Grey Wolf Optimization (GWO) algorithm is a viable method for Multi-Objective Power Flow Optimization (MO-PFO). The algorithm successfully balances several objectives while adhering to operational restrictions, finding Pareto-optimal solutions. The test results show that the algorithm can adhere to generation and line flow restrictions while reducing power losses and maintaining voltage stability. The suggested modified GWO method outperforms the normal GWO algorithm in terms of the quantity of Pareto solutions, convergence speed, and computing efficiency, as shown in comparison with other traditional optimization approaches. It performs better than the other algorithms, making it a useful tool for power system planners and operators to use when making decisions to ensure a dependable and environmentally-friendly functioning of the power system.

As a result, the proposed enhanced GWO algorithm represents a substantial advancement in power flow optimization methods, providing insightful information for improving intricate power systems and helping to build a more sustainable and robust energy infrastructure. Further research and optimization advancements may be investigated to expand the applicability of the algorithm to even larger power systems and address more challenging power system issues.

References


