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Abstract: The city's efforts to improve traffic make a big step forward when license plates can be read. It explains how an intelligent transportation system should work and what steps should be taken for it to be successful. Because the number of cars is growing so quickly, ANPR is a must-have for managing traffic control. Automatic number plate recognition (ANPR) is mostly used to keep an eye on traffic and keep people safe. Number plate recognition uses image processing and the most recent advances in technology to automatically read the characters on a vehicle's license plate. In the last few years, there have been a number of technological advances in the field of studying how to read license plates. Image processing techniques like OCR make it possible for traffic surveillance to solve a wide range of problems that come up during criminal investigations, the collection of tolls, the monitoring of traffic, the regulation of speed, and the management of parking, among other things. If you want to control traffic and keep an eye on a large number of people in a transportation system, you need an ANPR system. Image processing techniques and the collection of photos of vehicles for use in the dataset have made it possible to keep an eye on traffic on a large scale. Automatic License Plate Reader (ANPR) is a way to take the steps needed to run a good intelligent transportation network. Traffic control has become an absolute must because the number of cars has grown so quickly. The main goal of ANPR is to keep an eye on and record traffic for defense purposes. To read the text on license plates, number plate recognition uses image processing, optical character recognition (OCR), and edge detection technology. The model is made up of three different parts called, respectively, the module for car detection, the module for license plate segmentation, and the module for recognition. Image processing made us more determined to stop a wide range of illegal activities, such as armed robberies of cars, breaking traffic rules, and the way law enforcement is handled. This review study looked at all of the different designs for reading license plates that have been put into use so far.
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1. Introduction

License plate recognition is a powerful way to find records and get information. But the usual way to read a license plate is a lot of work. When done by hand, finding license plates to find hidden gems of information is not as useful. ANPR architecture has been made in many different ways, and the automatic recognition of license plates is an important part of the intelligent traffic network. ANPR architecture is hard to get right because the visibility of the license plate in the picture depends on how far away the camera is. In this huge open area, moving cars are too small to record and still get the license plate number. It is hard to tell what a license plate is from a blurry picture. One of these solutions is a CCD camera with the ability to pan, tilt, and zoom (PTZ). For each stage, different scholars have come up with their own methods, each of which has its own pros and cons. There are three main steps in the process of reading a license plate. There, people are identified by their interests, license plates, and personalities. Here is a quick look at the parts that make up the license plate system. Auto-Number-Plate (ANPR) software on a device can read your license plate and figure out what kind of car you drive. The images that come out of a camera show the license plates of passing cars. The main job of an ANPR is to read and understand license plates.[1]
1.1 License plate recognition

License plate recognition is a powerful way to find records and get information. But the usual way to read a license plate is a lot of work. When done by hand, finding license plates to find hidden gems of information is not as useful. ANPR architecture has been made in many different ways, and the automatic recognition of license plates is an important part of the intelligent traffic network. ANPR architecture is hard to get right because the visibility of the license plate in the picture depends on how far away the camera is. In this huge open area, moving cars are too small to record and still get the license plate number. It is hard to tell what a license plate is from a blurry picture. One of these solutions is a CCD camera with the ability to pan, tilt, and zoom (PTZ). For each stage, different scholars have come up with their own methods, each of which has its own pros and cons. There are three main steps in the process of reading a license plate. There, people are identified by their interests, license plates, and personalities. Here is a quick look at the parts that make up the license plate system. Auto-Number-Plate (ANPR) software on a device can read your license plate and figure out what kind of car you drive. The images that come out of a camera show the license plates of passing cars. The main job of an ANPR is to read and understand license plates.[2]

1.2 License Plate Detection

In this section, we'll talk about different ways to figure out where license plates are in photos. A typical industrial ANPR system has a colour camera, a black-and-white camera, and an infrared (IR) projector that works in sync with the cameras. When there isn't a lot of light, the monochrome camera with an IR projector finds the plates. It's important to remember that for the IR projector to work, the license plates of the cars should have been covered with things that reflect IR. When the exposure time of the camera is set correctly, infrared projectors can find dirty plates even during the day. The exposure time of the camera, which is the opposite of how strong the infrared projector is, has a lot to do with how clear the license plates are. Since moving vehicles blur photos with long exposure times, and low exposure times make photos look dark. This means that the IR projector's output power needs to be changed based on how long the monochrome camera is open for. Also needed is an adaptive process that changes the exposure time in real time based on how much light is around. In an adaptive process that changes the exposure time, the thickness of the characters on the plate is used as feedback. Thin characters
mean that there is a lot of light in the room. Because of this, exposure times have to be shorter. But if you want thick letters, that means there isn't much light around, so you'll need a longer exposure time to get a good picture.

<table>
<thead>
<tr>
<th>Input Image</th>
<th>Video Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Still Image</td>
<td></td>
</tr>
</tbody>
</table>

Fig 2: General processes of number plate recognition system

Steps for making changes depend on the situation and how they will be used, so they have to be found by doing. For example, at sunrise, the sun's rays will be reflected back at cars going from west to east. In this case, the exposure time should be cut down to a point where the reflections go away. For alleged traffic violations to be punished with fines there needs to be a colour camera at the scene. As was said in the introduction, there are many algorithms that can find the exact location of plates in an image. We have tried out most of the algorithms that have been suggested. None of the algorithms work if the plate is dirty or if there isn't enough difference between the characters and the background. Figure 1 and Figure 2 show what happens when the Hough transform and the vertical Sobel edge operator are used on a dirty plate and a clean plate, respectively.

Number In order to do Plate Recognition, pictures of license plates in the target area are taken with a camera. A series of recognition algorithms based on image processing are used on the photos that have been acquired to turn them into text. This can be done with still photos or a video made up of photos. After getting a high-quality image of a scene or vehicle, an ANPR system relies heavily on how well its algorithms work. To get the results that are needed and take into account all system problems, these algorithms need a lot of analysis and millions of lines of software code. A core set of algorithms is needed for ANPR and other smart car technologies to work.

2. Related Work

Figure 2 shows the main steps that ANPR systems take. Input to an ANPR system is the collection of images, and outputs are NPE (number plate extraction), CS (character segmentation), and CR (character recognition) [9]. Once the vehicle has been correctly identified, the data can be retrieved and used for further processing as needed. Information from the cars is sent to the back office system software so that it can be used
for data analysis, questions, and reports. Since ANPR systems not only take pictures of the vehicles but also store information about them in a central database, this information can be used for many other intelligent transportation applications. In addition to making a complete database of how traffic moves, this could also identify vehicles by marking them with the date, time, and exact location. The next step would be to use this information in models and analyses of different transportation networks.

Number Plate Recognition (NPR), Automatic License Plate Reading (ALPR), License Plate Reading (LPR), Automatic Vehicle Identification (AVI), and Car Plate Recognition are all names for the same thing (CPR). This report gives an in-depth look at how ANPR works right now. The article gives a summary of how ANPR systems work and looks at their pros and cons. This study aims to improve the state of the art in smart car technology for future academics by doing the following: • Giving a full understanding of ANPR algorithms from the past and the present Automatic number plate recognition (ANPR) has three main steps: number plate extraction, segmentation, and recognition. This section will analyses and present a survey of ANPR image processing-based techniques for each of these steps, along with a short explanation of how they work and a summary of their performance when it’s relevant. The goal of this review is to: combine the results of different vehicle recognition algorithms that researchers have used and tested; combine the results of previous ANPR reviews and surveys;

The goal of this part is to do a full evaluation of all the relevant literature up to this point. In this section, we put together information from studies and new developments in related fields of technology. What comes next is a talk about the latest changes and advances in the relevant technology. Christos-Nikolaos E. Anagnostopoulos [1] said in 2014 that despite a lot of research, the LPR problem has not been solved. (license plate recognition). So, this paper will mostly be about image processing techniques that can help the young researcher learn more about this area and find good answers.

In 2013, Shan Du, Mahmoud [2] Automatic license plate recognition (ALPR) is the process of reading license plates and getting important information from a photo or series of photos. With or without a database, the extracted information can be used for many things, like electronic payment systems (for paying tolls or parking fees) and highway and arterial monitoring systems for keeping an eye on traffic. The ALPR uses different kinds of imaging technologies, such as colour, black-and-white, and infrared. The quality of the photos an ALPR takes is one of the most important parts of how well it works. In the real world, ALPR needs to be able to read license plates quickly and accurately in a variety of settings, such as indoors, outdoors, during the day, and at night.

Sahil Shaikh [3] talks about how this new way of reading license plates is presented. It uses a series of image processing steps to read license plates. Four to six algorithms are used to get the same results. Plate localisation uses a variety of well-known ways to process images. As part of the extraction process, images are made better, unsharp masking is used to find edges, filters are applied, and component analysis is done. To get individual characters from a license plate, you have to separate parts that are connected. Template Matching is in charge of the OCR process.

Norizam Sulaiman [4] an automatic license plate recognition system has been made, which shows how image processing is used. The name for this system in general is Automatic Number Plate Recognition (ANPR). Automatic systems that read license plates are used a lot in safety and security systems, especially in garages and parking lots. The main job of this technology is to keep the roads safe, but it is also used to keep track of things like vehicle speeds and license plate numbers. The goal of this method is to help police solve cases where a car or motorcycle has been stolen. In this system, the main way to look at images of license plates was with Optical Character Recognition (OCR). A big problem with this method was that the converted text or data was often wrong. Also, car plates in different countries have different numbers of characters, colours, and sizes. So, this research uses a combination of image processing and optical character recognition (OCR) to correctly recognise car plates on vehicles in Malaysia. The end result of the study is a system that can read license plates reliably, even though they have different (and often different) colour schemes. As part of this research project, we are also making a graphical user interface (GUI) to read license plates.

Reza Azad and Hamid Reza Shayegh [5] License Auto identification has a big effect on how parking is managed and how traffic is watched. In this study, we come up with a fast, real-time way to find plates that are tilted or not up to par. The proposed method starts with an adaptive threshold that changes the image to binary. Then, edge detection and morphological processes were used to figure out where the plate numbers were. The last
step is to fix any tilt in the plate. When measured against another paper data set with images of the background from different distances and points of view, the correct plate extraction rate was 98.66%.

In the year 2013 Ronak P Patel [6] because automatic license plate recognition (LPR) is so popular, many different ways to do it have been made. Most of them, though, were limited by things like constant lighting, slow-moving vehicles, set routes, and static scenery. As much as possible, we tried to simulate real-world conditions in our research.

Najeem Owamayo [7] first made Automatic Number Plate Extraction, Character Segmentation, and Recognition for cars in Nigeria. Nigeria does not follow the rules for license plates as it should. Each plate has characters that stand for a different state in Nigeria and a different level of government in that state. Due to the different ways that number plates can be shown, it is important to be able to extract, segment, and recognise them.

Sourav Roy and Joydeep Mukherjee [8] presents a method for recognizing vehicle number plates based on a simple and effective morphological operation and the sobel edge detection method. This is the most interesting and difficult area of research in the last few years. We also show a simple way to separate the different letters and numbers on a license plate. After reducing the amount of noise in the source image, our goal is to use histogram equalization to make the binary image have more contrast. We focus on two important steps: first, finding the license plate, and then breaking the characters apart so that they can be read one by one.

Divya gilly and Dr. Kumudha Raimond [9] LPR technology, which was just introduced and is mostly used in parking lots, toll booths, and the signal system, makes it easy to find cars that cross the line before the green light turns on. This study shows how LPR can be used in the real world. This strategy uses a "template-matching" approach to reach its goals.

Isack Bulugu [10] This article shows how to make plate numbers easier to read by getting rid of noise, making the image flat, and bringing out important details. Automatic Number Plate Recognition (ANPR) was first proposed by Rupali Kate [11] as a real-time embedded system that reads characters from a picture of a license plate. This is a busy place for academic research. Researchers in many countries have spent a lot of time and energy on automatic vehicle identification and tracking (VNPR).

P.Kumaresan and Dr. S.A.K.Jil [12] has shown a way that license plates can be used to identify cars in real time. This system would use image processing to separate the letters on a photo of a plate so that they could be read. Image processing and pattern recognition could help improve this RTVLPIS that has been streamlined.

Sharifi Kolou [13] Compare the accuracy, performance, complexity, and usefulness of a number of well-known LPD algorithms under different conditions. The results of this analysis can help designers and end users choose which method is best for their projects. Based on our research and analysis, we've found that the dynamic programming algorithm is the fastest and the Gabor transform is the most accurate.

Kumar Parasuraman and P.Vasantha Kumar [14], it has been shown that ITSs need to know where the license plate is in order to be able to read it. The goal of this project is to come up with and use a practical way to recognize Indian license plates. This is an effective way to find license plates, break them up, and read the characters on them.

S. Hamidreza Kasaei, S. Mohammadez Kasaei and S. AlirezaKasaei, [15] The Persian License Plate Detection and Recognition System is an image processing method that can be used to find a car's license plate. This system is important because it could be used for things like automatic toll collection, enforcing traffic laws, and keeping restricted areas safe. In fact, it is a type of automatic inspection system for transportation, traffic, and security systems. For automated transportation systems to be able to read license plates, license plate location data must be very accurate. This work shows how morphology and template matching can be used in real time to make a license plate identification system that is fast, accurate, and fully automated. In this method, the first step is to separate the license plate from the digital image of the car that the camera took under different lighting, tilt, distance, and angle conditions.

[16] The results of research on a smart but simple algorithm for reading car license plates are given. This method, which is based on matching patterns, can be used to recognise license plates in real time, which can help with censuses and other projects that need to collect data. For the proposed system, C++ prototypes have been made, and test results for reading Alberta license plates have been shown.

[17] People have said that the technology used to read license plates on cars needs to be updated because traffic engineering and automation have gotten better. In this paper, we use a case study involving the
identification of a photo of a car license to show how automatic license plate recognition works. We also describe in detail the steps needed to do this, such as pre-processing, edge extraction, license plate location, character segmentation, and character recognition [17]. Suhan Lee's proposal from April 2013 says that recognising car models from photos is one of the hardest things to do to help intelligent transportation systems. The solutions we have now only work for vehicles that are stopped in the line of sight. Still, videos have rotation, which makes it harder to recognise things. To fix this, we need a way to fix the way the skewed point of view makes things look wrong.

[18]. As was already said, automatic identification and recognition of vehicle license plates is a key part of many traffic-related applications and a hot topic of research in the field of image processing. There are many ways, strategies, and algorithms that can be used to find and read license plates today.

[19]. advocated for a full system that could identify and track moving vehicles and read their license plates. It has a part that can read characters, a part that can read license plates, and a detector that can find vehicles that are moving. Here, we use a Gaussian mixture model to estimate the background, and we propose a block variance-based method for reliably extracting license plates in real time. Autonomous vehicle license plate identification depends a lot on the next step, which is getting the plate from the vehicle's license data. Using a method based on the region, the characters that make up the license plates are taken apart. Changes in lighting don't affect this method, and it can handle differences in character size, thickness, skew, and even small character breaks with little to no loss in readability. One of the best things about our system is that it can work in real time and doesn't need any other sensors (like infrared sensors) to work.

[20] argued that most interpolation methods used in the past to turn a low-resolution video into a high-resolution one make the video look blurry. Blurring an intra frame of a video makes it lose some of its fine details and important information about the edges. Because of this, we offer a hybrid interpolation method that works well and doesn't depend on data from outside sources. The suggested method combines an anticipatory, spatial domain, region-adaptive unsharp masking operation with a discrete cosine transform-based interpolation method. This helps keep some of the finer details and important edge information in the reconstructed video frame. presents a new method for removing the background that is based on sigma-delta and is designed for use in traffic scenes in cities with lots of people. The original sigma-delta method is an interesting alternative because it is very good at computing. But in complicated urban settings, the backdrop model quickly breaks down because cars that move slowly or stop for a short time can "pollute" the scene. The foreground detection mask then needs to be improved through more foreground validation steps. The suggested method aims to create a more stable background model by giving each pixel a confidence score. This way, no extra processing steps or algorithms with higher computational costs are needed. This measure of certainty can be used to update a chosen background model one pixel at a time. The proposed algorithm's benefits are shown by comparison tests and a quantitative evaluation of how well it works in typical urban traffic situations.

3. Number Plate Extraction Methods

The first and most important step of ANPR systems is getting the number plates out of the image or video. The extraction rate is a way to measure how well license plates can be extracted from a set of photos or cars in a given scenario. Every lane has its own camera, but high-definition models may be able to watch many lanes at once. Installing more than one lane means that more expensive readers are needed to read the license plates of passing cars. In real-life situations, there are many things that could go wrong. For example, a stationary camera might take pictures of a car with the letters on the license plate tilted or skewed. The number plate could be dirty, broken, or hard to reach (since different types of vehicles have their number plates affixed at different positions of the vehicle body). Light, blurry motion, reflections, fog, and other things make it hard for the system to read the license plate. Number plate extraction algorithms that rely on geometric features may have trouble if several identical shapes have been painted or stuck onto the body of the vehicle. Other algorithms are needed in addition to rectangular features to get rid of clutter. The algorithms have to be reliable enough to separate the license plate from the background. Researchers have used a wide range of attributes to find license plates. In the next section, we’ll take a quick look at a few different ways to pull out features.

A-NP Extraction Using Edge Information
The standard shape of a number plate is a rectangle with a clear aspect ratio. Before any more work was done, all of the photos in [21] were resized so that they all had the same aspect ratio. The authors used several techniques from previous research proposals [22] and compared how well they worked on their own dataset. In one of the tested ways to get license plates, the information about the vertical edge was used. The Sobel operator is used to find the edges that go up and down. By comparing the extracted edges to a minimum and maximum length that has already been set, we can find exactly where the license plate is. [23] said that the extraction rate was 99.99 percent, but the real rate for 141 images is only 65.25 percent. In [24], information from both the vertical and horizontal edge histograms is used to pull out license plates. When tested on 50 photos with a range of fonts and lighting, the accuracy of extraction was 90%. Edge detection algorithms are usually used to find and analyses all the rectangles in the collected data when license plates are being extracted. Most of the time, there is a clear change in colour between the car's body and the area where the license plate is. Filters or algorithms for edge detection are used to tell the difference between the two. Using a simple method called the Sobel filter, as shown in [25], edge extraction can be done with little trouble. When detecting edges, you can use vertical edge detection to get the vertical lines and horizontal edge detection to get the horizontal lines, or you can use both at the same time to get a complete rectangular shape. Rectangle lines on the license plate can be used to figure out its location by figuring out its shape. Different filters to find the edges In [26], comparisons are made between the Sobel, Canny, Gabor, and Log-Gabor filters used in ANPR systems.

B-NP Extraction Using Global Image Information

As part of binary image processing, pixels are looked at to see how they connect, and then based on how they connect, they are labelled as parts. In [27], they use spatial metrics like aspect ratio and area to get the number plates. In particular, [28] showed how to get license plates in two steps. In the first phase, the changing light conditions are handled by Otsu's Threshold Method, which is a powerful yet simple adaptive thresholding method. The CCA method is used to find square or rectangular shapes in an image after it has been turned into two colours. In the second step, edge detection and the closed curve approach are used on the data that was collected to make sure that the image that was made is a number plate. When tested with more than 2500 images in the Moroccan format, this method worked 96 percent of the time for video sequences. With a success rate of 96.6 percent, the linked component analysis method described in [29] was able to pull out a nearly four-hour-long low-quality movie. With contour detection methods, binary images can be used to find the things that go together [30]. The geometric parts of a license plate are chosen for processing based on how much they look like the plate as a whole. But if the image that is taken isn't very good, this method could cause problems with distortion. Cross correlation in [31] is used for the same reason. The 2D cross correlation is done while using a number plate template that has already been saved to find the number plate region. But because it takes so long, it's not a popular choice.

C-NP Extraction Using Color Features

In some countries or regions, license plates may have to be a certain colour. In addition to looking at work that had already been published, we put ANPR systems to the test by using colour to pull number plates out of images. In short, the idea of combining the colours of the plates is the key to the general method of getting information from license plates. Also, these colour differences only happen in the plate region, which makes the features stand out. came up with a method based on the unique designs on Chinese license plates. All of the pixels from the images they collected were used in their method. The pixels were then sorted by things like hue, brightness, and saturation (HLS). In the HLS colour model, there are 13 different colour groups instead of the six in the RGB model. Grayscale was left out in favour of a system based on colour. Standards for license plates on the Chinese mainland were used to choose the colour scheme. They found that 90% of photos could be correctly identified in any kind of light. Black, green, white, and red are the only colours used to read license plates in [32], and colour edge detectors can only pick up on those three colours. Seven of the 35 sensors are green-white, seven are red-white, and seven are black-white. As part of the experiment, about 1088 photos from different situations were looked at. The accuracy of number and colour plate location is 97.9%. After converting the original colour image to a hue, saturation, and lightness (HLS) colour model, the colours of each pixel in [33] are put into groups using a neural network. The neural network thinks that the colours of Korean license plates are white, green, and
red. The number colour plate shows the area with the most colours by making horizontal and vertical projections of the same colour combination.

D-NP Extraction Using Texture Features

The way this method works depends on the information on the license plate. As shown by the grey scale, there is a big difference in tone between the colours of the characters and the colours of the plate's background. Local Binary Pattern (LBP) and Histogram of Oriented Gradients (HOG) are used by [34 to read license plates. Keeping in mind that the number plate is rectangular, we can use the LBP method to classify the texture and the HOG method to get a histogram. With 89.7 percent accuracy, find 110 photos. But this method doesn't work for photos that are blurry, dark, or turned in an odd way. Sensors for 2021, the 21st century, and the 3028th century 8 of 35 Using a line weight density map to find plates is another reliable method that has been used in many studies. This can be used in tandem with other methods for even better outcomes. Using a scan line technique, the peaks are made by the change in colour of the grey scale level, which is related to the number of letters on the license plate (for more information, see [35] The authors of came up with the idea of using horizontal line scanning with different thresholds to find plates in real time or complex images. The traditional model based on Hough transforms was compared to the experimental results. The traditional model had a detection accuracy of 69.8% and took 8–10s to process (see [58] for details). When we look at [36]we can see that when the line scan method is used, the extraction rate is 99.2%. Now, it only takes 0.3–0.5s to find the plate, which is a huge improvement.

E-NP Extraction Using Character Features

Character feature extraction has been used in a lot of studies to come up with ways to figure out what characters are on a plate. This is how the picture is looked at to see if there are any characters on the license plate. When the necessary characters have been found, the number plate region is taken out. The method in [37] finds all the character areas in the image before applying the number plate attributes. This process is done with the region-dependent technique, which looks like characters. There is a list of all the character-based regions, and a neural network is used to put them into groups. About 30 of the picture's pixels are labeled, and the ratio of the binary image objects to the characters in 38] is the same. With the help of Hough's transformation, it is possible to find straight lines. The same change is made to both the top and bottom parts of these objects with binary labels. The number plate area is the space between two parallel lines that fits within a certain range and has the same number of objects as the characters. Scale-space analysis is used in [39] to figure out what the information on license plates means. This method is used to get out big shapes that look like blobs and smaller shapes that look like lines. [40] starts by separating the areas that have characters by character width and contrast between the character area and its background. Then, the process for removing license plates is done in the plate area, and the distance between characters is measured. This method can be used to get an extraction accuracy of about 99.5%. For the first step in classifying characters, the first-stage classifier in [41] makes a list of all possible regions that look like characters. After that, the set of data is sent to a second-stage classifier. In the second step of the classifier, blank spaces are taken out of the original data set. In this method, the first stage classifiers are a set of 36 AdaBoost classifiers. In the second stage, the Scale-Invariant Feature Transform (SIFT) algorithm is used to train a classifier called Support Vector Machine (SVM) to recognise and describe local parts of number plate images. It takes a long time to figure out where a number plate is by extracting features from binary images. That's because it's hard to keep track of so many different things in such small binary pictures. If the image also has other words on it, these steps will fail even more often.

F-NP Extraction Using Feature Learning

Few extraction methods look at more than one property of the license plate, which is what is needed for effective detection. These methods of extraction are examples of hybrid methods of extraction. This paper uses You Only Look Once (YOLO), an object detector based on a Convolutional Neural Network (CNN) that was made in [42]. It's a two-step process that uses simple data augmentation methods like reading characters backwards and license plate numbers. At every step, the CNNs are trained and fine-tuned. The final model works well on two different sets of data that have nothing to do with each other. The first database from the Smart Surveillance Interest Group (SSIG) is called SSIG-SegPlate Database. The system does a much better job than
the commercial systems OpenALPR and Sighthound, which have recognition rates of 93.3% and 89.80%, respectively. It also does a much better job than the older techniques [43] which are only accurate to 81.80%. Just like in the real world, the other dataset includes images from a wide range of situations. This open-access library is called UFPR-ALPR, which is an acronym. Researchers from the Federal University of Paraná in Brazil put together the UFPR-ALPR data set, which is now kept in the VRI Laboratory. About 4500 still pictures and 150 short video clips were all taken by the camera as the cars drove by. The data set has information about buses, motorcycles, cars, and trucks. This system works well with 35 FPS and an identification rate of 78.33%, while test versions of commercial systems had recognition rates of less than 70%.[44] were able to improve the accuracy of NP recognition by combining character recognition and segmentation with Hidden Markov Models (HMMs). In this case, the Viterbi method was used to find the most likely NP.

G-Number Plate Segmentation Methods

The next step, "character segmentation," depends on being able to pull license plates out of a scene or image. There might be a problem with the contrast, lighting, or angle at which the single license plate is shown. Depending on how the license plate was taken, more processing steps like de-skewing, de-blurring, or other methods may be needed before the characters can be separated. Depending on the strategy chosen, this can happen either during the extraction process or after a possible region has been separated. use a preprocessing technique called bilinear transformation to deal with crooked images of license plates. In this case, the isolated number plate is turned into a more typical, upright rectangle.

In [45], both the vertical and horizontal tilts of license plates are fixed using the least squares method. The Karhunen-Loeve (K-L) transformation is used to change the character coordinates in [46] into a 2D variance matrix. Next, we use the rotation angle and Eigenvectors to make up for both vertical and horizontal image tilt. Some ways to figure out the vertical tilt angle are the K-means cluster based line fitting, the least squares based line fitting, and the K-L transform. Even though the "threshold application" part of the process of converting a binary image may seem simple, it is actually a very difficult step. If the threshold value is wrong, it can be hard to separate characters that are connected, either within characters or with the number plate frame. Because there are so many different camera settings and lighting conditions, a single threshold value might not work for all of the photos. Before binarization, the picture needs to be improved. Image enhancement could mean anything from getting rid of noise to making the contrast stronger to using histogram equalization techniques. In [47], a way was shown to find the license plate. Then, the plate was improved by changing it from grayscale to colour, all with the goal of using gradient analysis across the whole image. The Niblack binarization method in [49] changes the picture threshold based on the standard deviation and the local mean. In [48], each individual pixel uses the local threshold method. The threshold is found by taking the average grey levels in a window centred on the pixel and subtracting the given constant value. In [50], a new way to cut down on background noise and make the text stand out was given. In this case, it was thought that each character would take up about 20% of the space that the number plate used. First of all, the levels of the greyscale are between 0 and 100. Then, the pixels are made 20 percent bigger by scaling them up by a factor of 2.55. Characters stand out more, and background noise is toned down.

H-NP Segmentation Using Vertical/Horizontal Projection

The letters and background on a license plate stand out from each other. In the final binary representation of the license plate, the character and the background each have their own value. can separate text into its parts by projecting pixels in both the vertical and horizontal planes. are some examples of works that use projection techniques. On the binary number plate, vertical projection is used to figure out where letters start and end, and then horizontal projection is used to separate them. In [51], both noise-reduction analysis of the character sequence and vertical projection are used to pull out the characters. This method can process more than 30,000 photos in 10–20 milliseconds with a 99.2% accuracy rate. The 560 photos in the database are used to test the method described in [53] for profile projection. We were able to get a 95.4 percent segmentation rate by using how well they could find multiple number plates in a single image. After giving it a lot of thought, we've decided that the easiest and most common way to do it is to use both horizontal and vertical pixel projections. Since projection techniques don't depend on where the characters are, they could be useful for segmenting characters. Still, you'll
need to know ahead of time how many characters there are. The projected values may be affected by the quality of the image and the noise in the background.

Table 1: Performance Summary of ANPR System Techniques.

<table>
<thead>
<tr>
<th>Sr. NO./Ref.</th>
<th>Procedure/Extraction</th>
<th>Segmentation</th>
<th>Database/Datasets</th>
<th>Image Condition</th>
<th>Extraction Rate</th>
<th>Segmentation Rate</th>
<th>Overall Recognition Rate</th>
<th>Problem Areas</th>
</tr>
</thead>
<tbody>
<tr>
<td>[54]</td>
<td>Otsu Adaptive thresholding, CCA, Edge Detection-Canny</td>
<td>Closed curves</td>
<td>Template Matching</td>
<td>Set 1: 533, Set 2: 651, Set 3: 757, Set 4: 611 (Video Sequences)</td>
<td>Various situations with different Light Conditions</td>
<td>Set 1: 96.37%, Set 2–4: 96.06%</td>
<td>Set 1: 98.1%, Set 2: 96.37%, Set 3: 93.0%, Set 4: 92.5%</td>
<td>—</td>
</tr>
<tr>
<td>[55]</td>
<td>Edge statistics and morphology techniques</td>
<td>Bounding box</td>
<td>Template Matching</td>
<td>9745 images</td>
<td>—</td>
<td>98%</td>
<td>82.6%</td>
<td>Not suitable for different orientations.</td>
</tr>
<tr>
<td>[56]</td>
<td>HOG feature and Extreme Learning Machine</td>
<td>—</td>
<td>Used provided Images</td>
<td>69 images, 45 images used as trainers, 5 classes</td>
<td>Low resolution portion of the image, 15–18 px height</td>
<td>—</td>
<td>90%</td>
<td>Day time only, no license localization process is applied.</td>
</tr>
<tr>
<td>[57]</td>
<td>Morphology Techniques</td>
<td>Region props bounding box using Matlab</td>
<td>Template Matching</td>
<td>30 images</td>
<td>Low brightness, contrast</td>
<td>92%</td>
<td>98%</td>
<td>—</td>
</tr>
<tr>
<td>[58]</td>
<td>Histogram Analysis using HOG</td>
<td>Vertical Histogram</td>
<td>OCR – Template Matching</td>
<td>110 images</td>
<td>Various Conditions</td>
<td>89.70%</td>
<td>—</td>
<td>Cannot detect beyond 30-degrees horizontal/vertical angle, if the car is moving (image blur) or there is low light</td>
</tr>
<tr>
<td>[59]</td>
<td>Object detection, CNNs—(YOLO Detector)</td>
<td>Character Segmentation CNNs, Bounding box</td>
<td>Data augmentation, Distant CNNs for letter and Digits</td>
<td>SSIG Dataset: 2000 Frames, UFPR-ALPR: 4500 Frames</td>
<td>1920 × 1080 pixels</td>
<td>SSIG: 100.00% UFPR-ALPR: 98.33%</td>
<td>SSI: 97.83% UFPR-ALPR: 90.37%</td>
<td>Adjustments have to be made for other than Brazilian formats. Dependent on license plate layout.</td>
</tr>
<tr>
<td>[60]</td>
<td>Cascade classifier with LBP features (Local Binary Pattern)</td>
<td>—</td>
<td>Tesseract’s OCR</td>
<td>1300 images</td>
<td>640 × 480 pixels with 50 × 11 pixels aspect ratio of license plate, various conditions</td>
<td>98.35%</td>
<td>92.12%</td>
<td>High processing time.</td>
</tr>
<tr>
<td>[61]</td>
<td>LBP, Character and edge information</td>
<td>Vertical Histogram</td>
<td>Tesseract OCR with preprocessing techniques</td>
<td>1200+ images</td>
<td>250 pixels wide, Various conditions and colors</td>
<td>100%</td>
<td>90%</td>
<td>High processing time.</td>
</tr>
<tr>
<td>[62]</td>
<td>Vertical and horizontal edge histograms</td>
<td>Connected component labeling and morphological method</td>
<td>Statistical features matched with stored ones</td>
<td>50 Images</td>
<td>Variable size and style, Latin script only</td>
<td>90%</td>
<td>93%</td>
<td>Very Limited dataset tested</td>
</tr>
<tr>
<td>[63]</td>
<td>Image resizing using nearest neighbor interpolation, Preprocessing and geometric conditions</td>
<td>CCA labelling and morphological operations</td>
<td>OCR algorithms</td>
<td>958 images</td>
<td>HD images, various conditions</td>
<td>98.10%</td>
<td>99.50%</td>
<td>Computationally intensive cost, HD camera used—memory and time constraints</td>
</tr>
<tr>
<td>[64]</td>
<td>Preprocessing techniques, Otsu’s Thresholding</td>
<td>Preprocessing techniques, Otsu’s Thresholding</td>
<td>Bounding box feature and template matching OCR</td>
<td>14 images</td>
<td>8 mp camera, different timings and distances</td>
<td>—</td>
<td>—</td>
<td>Limited set of images, cannot recognize low quality images, works for standardized format only</td>
</tr>
</tbody>
</table>
4. Methodology

Automatic Number Plate Recognition (ANPR) can only work with the help of image processing technology. It is one of the things that the vehicle needs to be able to see the range plate. In today’s world, there are so many different kinds of cars that it would be hard to keep track of them all by hand. Because of this method, it is now easy to keep a record and use it when needed. The main goal of this project is to use license plate readers to make an automatic vehicle identification system that is both cheap and effective. When the car first gets to the checkpoint, the system will take a picture of how the car looks at that moment. After that, a method called “victimization segmentation” is used to get the photos that were taken. Optical character recognition is used to figure out what each character is. Then, the information that was gathered is compared to what was already in their info. The goal of this thorough review is to give an overview of the unique machine-learning and deep neural network method that is used to identify Automatic License Plate Recognition based on photos.

4.1 Information-gathering

1. **Searched databases:** We used the five databases Science Direct, Scopus, Springer, the Association for Computing Machinery (ACM), and the Institute of Electrical and Electronic Engineers (IEEE) to do this review of the relevant literature (IEEE Explore Digital Library). For the purposes of this poll, the range of time was set at 2015 to 2020.
2. **Searched Terms**: For survey of papers, following search expression was defined: (“Convolutional Neural Network” OR “Machine Learning” OR “Artificial Neural Network” OR “Deep Learning”) AND (“Automatic range Plate Recognition” OR “Plate Recognition” OR “machine learning based techniques Classification” OR “Title; Authors; Affiliation; Address; Email; Abstract; Keywords; and Publication Note”)

3. **Inclusion criteria**: In order to find the paper that meets the criteria given, the first part of the selection process was to look at the titles and abstracts of the papers. The second part was to get rid of any papers that were already there.

4. **Exclusion criteria**: Papers that are not specifically dealing with Automatic range Plate Recognition techniques using deep learning/CNN were excluded from the study.

5. **Data Analysis**: After selecting more than 50 papers found to be suitable for the review data analysis has been done by keeping following points into consideration:

6. **Year of Publication**: In the last few decades, researchers have paid more attention to how CNN/Deep Learning can be used for Automatic License Plate Recognition. If you know when the book came out, you can figure out why people are interested in it again.

7. **Purpose of the study**: In the study, different kinds of work were done for different keywords, such as Title, Authors, Affiliation, Address, Email, Abstract, Keywords, and Publication Note. Some of the reasons why these tasks were done were to classify, divide, and do other similar things. How deep learning is put together

8. **Deep learning architectures**: A plan for a system that can automatically read license plates is shown. Several types of Automatic License Plate Recognition have used different neural networks, such as Deep Neural Networks, Convolution Neural Networks, and Recurrent Neural Networks. The current ANPR methods do a great job with photos that have a lot of contrast and a lot of light, but they have trouble with low-contrast, blurry, noisy images.

5. **Public Dataset**

Table 2 shows some of the image data sets that can be used to test ANPR algorithms on both public and commercial vehicles. Scholars find a lot of value in these databases, and many people use them, as long as they give credit. Researchers can use these photos to figure out how well their algorithms work. These databases are made up of a lot of photos taken in real time in different places. Backgrounds, lighting, environmental factors, plate location, physical factors, size, style format, and possible latency all affect how different these photos and movies are. Some of them have both commercial and open-source versions. The open-source ones often use different OCR algorithms based on larger datasets to improve accuracy.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Size (1 k = 1000)</th>
<th>Version and Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sighthound</td>
<td>Over 3 million images</td>
<td>Open source Commercial Publicly available to the research community</td>
</tr>
<tr>
<td>ImageNet</td>
<td>Over 14 million images</td>
<td>Publicly Available</td>
</tr>
<tr>
<td>UFPFR-ALPR</td>
<td>4.5 k images</td>
<td>Non-commercial use only Available on request for academic purposes</td>
</tr>
<tr>
<td>CompCars, CCPD: Chinese</td>
<td>136.7 k images</td>
<td>Open source under MIT license</td>
</tr>
<tr>
<td>City Parking Dataset, City Parking Dataset</td>
<td>250 k unique images</td>
<td>Open source under MIT license</td>
</tr>
<tr>
<td>Make and Model Recognition</td>
<td>291.7 k images</td>
<td>Latest versions of dataset can be provided upon request publicly available to the research community Latest versions of</td>
</tr>
</tbody>
</table>
6. Conclusions And Future Research

This paper gives a full review of the ANPR algorithms that have been suggested and tested in recent studies that are relevant. We put these algorithms into groups based on the characteristics that are needed at different stages of the recognition process. Each step is broken down into its individual parts and given a full performance review, along with any concerns or problems that need to be addressed. But if the datasets being compared aren't the same, it's impossible to evaluate and compare them in the same way, as we'll see below.

Because ANPR systems depend on complex optical, processing, and digital capabilities, it may take a long time for license plates to be recognised. The ANPR solutions on the market right now don't offer a standard set for all countries. Instead, each company needs to be given a system that works well in different parts of the world. This is because the system that has already been made isn't good enough. Instead, it needs to be designed for the area where it will be used, taking into account all of the things that will affect it. OCR engines are often made to fit the needs of a certain country. The camera's library or engine, which comes with it, needs to be checked to see if it can recognize the necessary countries. Every ANPR solutions system that a vendor sells has its own unique set of pros and cons. The best of these is the one that meets the needs of the area with a system that has been shown to have an effect on the way things are in that area. In the years to come, researchers in the field of ANPR will face a number of problems. One of these problems is the need to work on making algorithms that work better for formats that are not standardised, no matter where they are used. Also, all suggested and built algorithms need to be tested to see how well they work in real-time situations, not just on pictures that have already been taken. Also, the system needs to have high-resolution cameras so that strong algorithms can be used to cut down on processing times and improve the ability to recognise things.

Together, the similarities and the problems make it easy for the optical character recognition system to be fooled. This can happen if the picture is taken from more than one angle or if there is a tiny tilt, broken letters, different typefaces, snow or dirt on the characters, or if the letters are broken. In the end, it is strongly suggested that the proposed algorithms be tested in a variety of real-world situations, such as moving vehicles, fast speeds, low contrast, poor or too much lighting, and real-time situations. Recent advances in deep learning have made it possible for computer vision systems to be used in a wide range of new ways. These uses include autonomous driving that is safe, accurate object recognition, and the automatic reading of images in a number of different settings [174]. Other real-time object detectors, like YOLO, can be trained and tested to work with this system [175]. A lot of people in the tech world are interested in the Android platform, and a lot of apps are being made just for it. Many researchers have come up with ideas for ANPR systems that are based on android platforms. But their performance is very limited, and they can only do a few things. These are things that could be made better in the future so that a phone-based system for identifying cars could be a little more accurate.

Some of the challenges for the future are memory resources, using Global Positioning System coordinates for geo-tagging, and using online databases for specific applications. In addition to ANPR systems that use image processing, RFID-based vehicle verification systems are becoming more common and are being used in many countries for different transportation-related purposes. Radio frequency identification, which is based on vehicle recognition, is another way to keep track of cars and find out where they are. Even though it does something on the road that is similar to what an image processing-based ANPR identification system does, it is called something else. RFID technology has been shown to be a good way to solve a number of tracking and localization problems, especially those that are more common in systems that use image processing. The most difficult and time-
The consuming part of CS/ML-based ANPR systems is getting the license plate number from the environment. However, this is also the most important part of the recognition process. During the process of using RFID for extraction and identification, this technology could be used to find cars that were missed, which would help the ANPR. RFID technology also makes it possible to check the speed of a vehicle. With RFID technology, the car can be tracked no matter where it is or whether it is in or out of the camera's line of sight. This is true no matter where the camera is. Depending on the type of RFID technology that is used, the car can be easily tracked wherever it goes on the road for the whole trip. RFID also makes it possible to pay tolls with the card. In a nutshell, it is needed for radio frequency identification (RFID), but cameras are needed for automatic number plate recognition (ANPR) systems that use image processing. RFID doesn't need a camera and can talk to a tag on a moving vehicle. This gets rid of a lot of the problems that come with technologies that rely on cameras. Combining image-processing-based Automatic Number Plate Recognition (ANPR) technology with RFID technology may be useful in a number of road-related situations and may make the system work better.
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